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Abstract

Modern critical infrastructure, such as a water treatment plant, water distribution system, and power grid, are
representative of Cyber Physical Systems (CPSs) in which the physical processes are monitored and controlled in real
time. One source of complexity in such systems is due to the intra-system interactions and inter-dependencies.
Consequently, these systems are a potential target for attackers. When one or more of these infrastructure are
attacked, the connected systems may also be affected due to potential cascading effects. In this paper, we report a
study to investigate the cascading effects of cyber-attacks on two interdependent critical infrastructure namely, a
Secure water treatment plant (SWaT) and a Water Distribution System (WADI).
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Introduction
Critical Infrastructure (CI) such as power grids, trans-
portation networks, and water supply systems are con-
sidered vital to a nation’s economy and prosperity1. In
order to achieve real time monitoring and control, such
systems couple computer control systems with the phys-
ical process. This coupling of physical and cyber systems
forms a Cyber-Physical System (CPS). Such coupling often
interjects vulnerabilities making it raising the possibility
of damaging the physical system.
Further, several CI are interconnected and dependent

on each other. For example, a water treatment or a water
distribution plant requires power to operate and hence
is connected to a power distribution source. Therefore,
a random failure, or a cyber-attack, in a component of
an interdependent system could cause cascading effects
that can potentially collapse a component of or the entire
system of interdependent CI. For example, the year 2003
blackout in the United States and Canada (U.S.-Canada
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2004) was initiated to a large extent by the failure that
initially occurred in the communication system.
Following are the types of interconnections between

Critical Infrastructure (Rinaldi et al. 2002) that are useful
when investigating the cascading effects of cyber-attacks
on coupled CI.

• Physical : Physical reliance on material flow from one
CI to another, e.g., an electric power grid supplies
electric power for water treatment and distribution
systems.

• Cyber: This refers to the reliance of two or more CI
on each other for information transfer, also known as
“Informational Interdependency.” For example, the
amount of treated water in a water treatment plant
requires information regarding the demand from a
water distribution system.

• Geographic: A local environmental event affects
components across multiple CI due to physical
proximity. This is also known as “Geospatial
Interdependency.”

• Logical : This dependency is due to mechanisms such
as policy, legal, or regulatory regimes, that can link
logically two or more CI.

© The Author(s). 2021Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit
to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The
images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated
otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended
use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the
copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

http://crossmark.crossref.org/dialog/?doi=10.1186/s42400-021-00071-z&domain=pdf
mailto: venkat_palleti.che@iipe.ac.in
http://creativecommons.org/licenses/by/4.0/


Palleti et al. Cybersecurity             (2021) 4:8 Page 2 of 19

While interdependencies among CI are often necessary
to meet design specifications, they also lead to undesir-
able situations when a fault or attack occurs in one CI
and escalates to other connected CI (Rinaldi et al. 2002).
Such escalation may disrupt the operation of the involved
CI and create subtle feedback loops that can initiate and
propagate disturbances in unforeseen ways due to the
complexity of the connected systems. In addition, the
inclusion of cyber components such as SCADA worksta-
tions, HMI interfaces, and PLCs has made these systems
vulnerable to cyber-attacks that could create cascading
effects.
There exist interconnected systems in several applica-

tion domains. For example, Vaidya et al. (2011) describes
a security mechanism in a vehicle-to-grid infrastructure.
The vulnerability assessment of interdependent systems
is discussed in Lee et al. (2004). Resilience assessment of
such systems is addressed in Ouyang and Wang (2015). A
co-simulation approach for vulnerability analysis of such
systems is proposed in Caire et al. (2013). A model for
studying interdependency across CI has been proposed in
Rozel et al. (2008). This work, though not directly related
to cyber security, helps extract dependencies which then
can be used in investigating the propagation of attacks
across connected systems. A framework is introduced in
Heracleous et al. (2017) based on open hybrid automata
for modeling interdependency in CI. This model is used to
investigate the cascading effects on three interconnected
CI, namely, water, power, and telecommunication. Recent
work (Zhang and Yagan 2018) shows how to model and
analyze the dynamics of cascading failures on interde-
pendent cyber-physical systems. In this work, failures in
the system are assumed as a random attack on a cer-
tain fraction of nodes. A centralized approach is proposed
in Heracleous et al. (2018) for monitoring and detection
of failures for hybrid systems with nonlinear uncertain
continuous-time dynamics and measurement noise. In
Rueda and Calle (2017), presented a matrix analysis to
mitigate attacks on an interconnected system namely,
power grid and telecommunications networks. There has
been a significant work in the area of networked control
systems. For example, in Amin et al. (2013) and Amin et al.
(2009), authors look into the security of networked con-
trol systems. Further, a survey of various network control
techniques is explained in Liu and Zeng (2012).
In summary, critical infrastructure interdependency

means that the behavior and reliability of one system on
another system. Therefore, any attack on one system can
spread to another system, leading to disruption of services
or economic loss. To the best of the author’s knowledge,
the works reported on attacks on interconnected sys-
tems were carried out through a simulation environment.
In contrast to the existing works, this paper empha-
sizes on experimental investigation of cyber-attacks on an

interconnected system to showcase the cascading effects
of one on the other system. The experiments were per-
formed on a system that includes, namely, Secure Water
Treatment (SWaT) plant and Water Distribution (WADI)
system. The experiments are designed to understand the
impact of single and multi-point cyber-attacks on a sin-
gle system or two systems. Further, an invariant based
approach was used to detect attacks within and across
the systems. In this work, the invariants were derived
based on the work in Adepu and Mathur (2016a). In addi-
tion to work in Adepu and Mathur (2016a), ‘distributed-
invariants’ are also defined in “Invariants” section. To
summarise, the contributions are listed as follows.
Contributions: (a) An experimental investigation of cyber-
attacks on an interconnected system that includes a water
distribution and a water treatment plant. (b) Identifica-
tion of forward and backward cascading effects caused by
cyber-attacks on one or both of the systems studied. (c) the
application of an invariant-based approach (Adepu and
Mathur 2016a) to interconnected CI for detecting process
anomalies resulting from cyber-attacks.
Organization: The remainder of this paper is organized
as follows. Interdependency among CI is described in
“Interdependency among critical infrastructure” section.
The architecture of SWaT and WADI testbeds and
their dependency is explained in “Interconnected
testbed” section. In “Design of experiments” section, the
design of experiments and attack tools are described. Cas-
cading effects between SWaT and WADI are discussed
in “Cascading effects of attacks on SWaT and WADI”
section. The related work is presented in “Related work”
section. Conclusion and future works are explained in
“Conclusions and future work” section.

Interdependency among critical infrastructure
Consider a plant CI that contains a finite set of compo-
nents {c1, c2, ..., cn}. These components are connected to
each other via directed links denoting the flow of system
resource or information. Thus, CI can be represented as a
graph.
Now consider two interconnected systems, namely,

CIA and CIB with component sets, respectively, as
{ca1, ca2, . . . , can} and {cb1, cb2, . . . , cbm}. Consider compo-
nents cai ∈ CIA and cbj ∈ CIB. CIA and CIB are considered
dependent on each other if one of the following condition
is satisfied.

1. The interconnected systems can have one or more
inputs from another infrastructure. For example, the
output of an electric power generation system is
input to an electric power distribution system.

2. Both systems share one or more components, i.e.,
cai = cbj = water tank for some i and j, where
systems share a tank for storing water. In this case
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the amount of input available for both systems is
shared. Consumption in one system affects the
resource available for the other.

3. The flow of resource uses components in CIA or CIB,
but not in both. An example of such dependency is a
transport system where there exist multiple routes
from point X to point Y and these different routes
are dependent on each other.

Interconnected testbed
Two interceonnected testbeds, namely Secure Water
Treatment (SWaT) and Water Distribution (WADI), were
used in the experiments reported here. SWaT and WADI
are described briefly in the following subsections.

SWaT
SWaT consists of six stages to purify raw water. Figure 1
represents the architecture of SWaT. It consists of a total
of 12 Programmable Logic Controllers (PLCs) (six pri-
mary and six standby). Description of each stage, and the
communications network, follows; details are in Mathur
and Tippenhauer (2016).

Physical process: In stage 1 (P1) raw water to be treated
is stored in a tank. This stage contains one tank, an
on/off valve MV101 that controls the flow of water into
the tank, and a pump P101 that transfers water to the
ultra filtration (UF) tank T301 whose level is measured by
sensor LIT301. In the pre-treatment stage (P2) the con-
ductivity, pH, and Oxidation-Reduction Potential (ORP)
are measured to determine the activation of chemical dos-
ing pumps to maintain water quality. UF stage (P3) is used
to remove the bulk of the feed water solids and colloidal
material by using fine filtration membranes that let pass
only small molecules. Any free chlorine in the filtered
water is destroyed in stage 4, the dechlorination stage (P4),
using an ultraviolet chlorine destruction unit and by dos-
ing a solution of sodium bisulphite. The reverse osmosis
(RO) stage (P5) is designed to reduce inorganic impuri-
ties by pumping the filtrated and dechlorinated water with
a high pressure (pump P501) into RO containers. Stage
P6 is used to clean the ultrafiltration unit in P3 using a
backwash process.
Communication architecture: A multi-layer network
enables communications across all components of SWaT.

Fig. 1 Overview of the Secure Water Treatment (SWaT) plant
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The ring network at each stage at level 0 enables PLCs
to communicate with sensors and actuators at the corre-
sponding stage. A star network at level 1 enables com-
munications across PLCs, Supervisory Control and Data
Acquisition (SCADA) system, the Human Machine Inter-
face (HMI) and the Historian. Both wired and wireless
options are available at level 1 and at level 0.

WADI
WADI is a scaled down version of a water distribution
system found in cities (Ahmed et al. 2017). As shown
in Fig. 2, WADI consists of three stages namely, primary
stage (P1), secondary stage (P2) and return water stage
(P3). P1 stage consists of two raw water tanks of 2500
liters each. There exists three incoming sources to the
primary stage water tanks, namely, public utility water,
SWaT treated water, and return water stage. Water qual-
ity is monitored before entering into the raw water tanks
using sensors such as conductivity, turbidity, pH and ORP.
A level sensor and flow meter are installed to monitor
the level of the tanks and incoming flow into the tanks,
respectively.
Stage P2 consists of two Elevated Reservoirs (ER) and

six consumer tanks. A pump in P1 pumps water from
raw water tanks to the ER tanks based on the set point
levels of the tanks. Each consumer tank is assigned a
preset demand pattern. Water flows from the ER to con-
sumer tanks via gravity or booster station based on high
or low demand consumption. Two water quality monitor-
ing stations at upstream and downstream of ER tanks are
installed to measure water quality properties. Once the
consumer tanks are filled, water drains into the P3 stage.
Further, based on the raw water tank level, water from P3
flows into stage P2.

Communication architecture:WADI consists of three Pro-
grammable Logic Controllers (PLCs), each PLC controls
a different subprocess. These PLCs use National Instru-
ment Compact RIO (Remote Input Output) devices. The
communication network contains three layers, namely,
layer-0 (L0), layer-1 (L1) and layer 2-(L2). L0 is at the pro-
cess level and connects actuators/sensors and I/O mod-
ules via RS485-Modbus protocol. The second layer L1 is
the plant control network where all PLCs are connected
to a central node in a star topology. Communication
among PLCs and Remote Terminal Units (RTUs) occurs
over Ethernet switches using NIP/SP based on TCP and
High Speed Packet Access (HSPA) cellular gateways using
GPRSmodem. The third layer L2 is a communication net-
work between a touch panel HMI and the plant control
network. This network is implemented using star topol-
ogy and consists of PLCs and RTUs. A firewall isolates
the enterprise network from the plant control network.
A SCADA workstation provides an interface between the
plant operators and PLCs for remote monitoring and
control.

SWaT andWADI interconnection
SWaT and WADI are connected through a physical pipe.
The treated water from the RO stage in SWaT can bemade
to flow through this pipe to WADI as shown in Fig. 3.
The valve 1_MV_005 is responsible for the flow of treated
water into the raw water tanks of P1 stage (WADI). When
the raw water tank level (1_LT_001) falls below Low state
(defined by the user), Stage-1 PLC sends a command to
the valve 1_MV_004 to CLOSE and 1_MV_005 to OPEN.
Further, this status of 1_MV_005 is sent to the RO stage
in SWaT to turn ON pump P601. Similarly when the raw
water tank level reaches high state, valve 1_MV_004 is set

Fig. 2 Stages in the Water Distribution (WADI) plant
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Fig. 3 Interconnection of SWaT and WADI via valve 1-MV-005. Opening 1-MV-005 causes the treated water to flow from SWaT to WADI

to OPEN, 1_MV_005 to CLOSE, and pump P601 is turned
OFF. SWaT and WADI are clearly interdependent based
on condition 1 (as discussed in “Interdependency among
critical infrastructure” section), i.e. input of one system is
the output of the other.

Design of experiments
Experiments were designed to investigate the cascading
effects of cyber-attacks on SWaT and WADI. Design of
such experiments includes, as described below, the design
of attacks, choice of an attack detection mechanism, and
the tools used to launch the attacks.

Attacker and attack models
We derive an attack model based on the attacker’s inten-
tion. Initially, the attack model is developed for a single
system and then extended to interconnected systems.
Let VA denote a set of components that could serve as

potential attack targets.

VA = {va1, va2, . . . , van},VA ⊆ CIA (1)

Let us assume that an attacker wishes to realize inten-
tion I and formulates the best approach (AP) to realize it.
Hence, we define an attack as a pair:

A = {AP, I}. (2)

An attack procedure is a sequence of steps executed on
one or more stages of a CI. Thus, AP is defined as an
ordered sequence of attacks written as

AP = {AS1,AS2, . . . ,ASn} (3)

where ASi is a the ith attack step. Each attack step ASi is
defined as a tuple consisting of attack points (ap) and an
attack function (af ).

ASi = {ap, af } (4)

Here af is the attack function that captures the manner of
launching an attack on ap. For the attack to be possible,
ap ∈ V .
As an example, let us define an attack A where the

attacker intends to empty tank 1 (Fig. 4) while remaining
undetected. Here the set of attack targets V includes all
sensors and actuators in the system such that V = {Flow
Meter, Tank 1, Valve In 1, Valve Out 1, Level Sensor 1,
Tank 2,Valve In 2,Valve Out 2, Level Sensor 2, Pump}. The
intention of this attack is defined as IA = Empty Tank 1.
First step, AS1, in this attack A is represented as AS1A. In
this step, the attacker spoofs the value of Level Sensor 1 so
that the controller is unable to determine the actual level
of water in tank 1. ap for AS1A is Level Sensor 1 and af for
AS1A is spoofing the value of ap. Next, the attacker opens
Valve Out 2. This is the second step of attack referred to
as AS2A. This is followed by the third step AS3A which is
to start the Pump.
Next, we extend the attack procedure described above

for single system to interconnected systems. Consider two
interconnected systems CIA and CIB. This combination
leads to two sets of potential attack targets, namely, VA
and VB. The attack model can be defined as proposed
above for the interconnected system by combining them
into one set such that V = VA ∪ VB. Once the new V
is defined, we define AP using the steps above. The other
steps follow in a similar manner.
For example, in Fig. 5, let us define an attack Ad where

the attacker intent is to drain Tank A. Here the set of com-
ponents for system A is VA = {Tank A, Pump A}, and set of
components of system B is VB = {Valve In B, Tank B, Level
B, Valve Out B, Valve Drain B}. So the final V = VA ∪ VB.
To realize the intention, first the attacker OPENS Valve
In B. This is the first step AS1Ad in the attack procedure
APAd. The next step AS2Ad is to turn Pump A ON. Last
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Fig. 4 Example of a Cyber-Physical Infrastructure

stepAS3Ad is to OPENValve Drain Bwhen Level B reaches
High while keeping Pump AON and Valve In BOPEN.

Invariants
An invariant is a physical condition that must hold true
in a given state of a process (Adepu and Mathur 2016a).
There are many ways to derive invariants in a process
like material balance, energy balance, and reaction stoi-
chiometry (Gadewar et al. 2002; 2001; Kumar and Kaistha
2019). Data driven machine learning approaches can also
be used to derive invariants (Chen et al. 2018; Feng et al.
2019). However, these methods assume process anomaly
arising from component failure or defective operation.
In contrast to the existing methods, Adepu and Mathur
(2016a) works concerned with the strategic manipulation
of sensor measurements and actuators while an attacker

can maintain the invariants to satisfy but cause the pro-
cess to move into an abnormal state. Therefore, in this
paper, the works (Adepu and Mathur 2016a) were used as
basis to derive the invariants for detecting cyber-attacks
across the systems. An invariant captures dependence
across state variables such as pH, pressure, and tank level.
Invariants serve as the basis for detecting process anoma-
lies, i.e., deviations from the normal process behavior. In
this paper, invariants are derived from the process design.
As an example, consider Fig. 4 in which ‘Level Sensor 1’
measures the water level in ‘Tank 1’ and is made avail-
able to the ‘Controller.’ ‘Valve In 1’ and ‘Valve Out 1’ are
inlet and outlet valves, respectively, for ‘Tank 1.’ The states
of ‘Level Sensors 1’ are defined as L(ow) and H(igh) and
the states of ‘Valve In 1’, ‘Valve Out 1’ and ‘Pump’ are
defined as OPEN/CLOSE or ON/OFF. An invariant that

Fig. 5 Example of a Interconnected System
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captures relationships across the valves and the pump can
be defined as follows.

Level Sensor 1 ≤ L ⇒ Valve In 1 = OPEN
∧ Valve Out 2 = CLOSE ∧ Pump=OFF

(5)

When the level sensor reaches the L(ow) state, the inlet
and outlet valves should be in the OPEN and CLOSE
states, respectively, and the pump must be turned OFF.
This condition must hold at all times. Violation of this
invariant is considered as a process anomaly. Further,
this approach can be extended to multiple systems. This
extension is done by deriving distributed invariants that
include state variables from across two or more connected
systems. Distributed invariants are invariants defined
using states from different systems and relationship that
must hold between two systems that are interconnected.
Depending on how the two systems are interconnected
(condition of dependency), these relationship may differ
as mentioned in “Interdependency among critical infras-
tructure” section. These invariants are derived by using
the condition of dependency between the multiple inter-
connected systems. For example, from Fig. 5 we can see
that if Pump A is ON, Valve In B has to be OPEN. This is
the ’condition of dependency’ for this interconnection.

Pump A = ON ⇒ Valve In B = OPEN (6)

Also, if Tank B is getting filled, it should not be getting
drained at the same time and vice versa. This condition
can be represented by the following invariants. These
invariants are invariants from system B.x

Valve In B = OPEN ⇒ Valve Drain B = CLOSE (7)

Valve Drain B = OPEN ⇒ Valve In B = CLOSE (8)
we can combine Invariant 6 with 7 and 8 to get a set of
distributed invariants 9 and 10 as follows.

Pump A = ON ⇒ Valve Drain B = CLOSE (9)

Valve Drain B = OPEN ⇒ Pump A = OFF (10)
The distributed invariants 9 and 10 can be used to detect
attack Ad described in “Attacker and attack models”
section.
In this study, we derived such invariants for both SWaT

and WADI and distributed invariants across the two sys-
tems.

Attack tools
Attacks were designed manually and launched using two
tools developed in iTrust. These tools are described below.
Attack tool for SWaT: To support research and experi-
ments in SWaT, iTrust engineers have developed a flexible

scripting tool named SWaTAssault (Urbina et al. 2016a)).
This tool enables one to programmatically override and
manipulate control signals between PLCs, sensors, and
actuators. SWaTAssault was used to simulate the behavior
of compromised sensors and actuators, and launch attacks
on SWaT.
Attack tool for WADI: A multi-layered network compris-
ing multiple protocols is deployed in WADI. National
Instruments Publish-Subscribe Protocol (NI-PSP) was
used WADI network. The components of NI-PSP include
a server called the Shared Variable Engine that hosts val-
ues, timestamps, and other shared variable information
(LabVIEW 2019). Shared Variable Engine is a software
framework and provides access to all shared variables over
a network. A tool named NiSploit (Adepu et al. 2017)
was used in the experiments to launch attacks on WADI.
NiSploit uses custom LabVIEW Virtual Instruments (VIs)
that can communicate with shared variables located in
different PLCs using NI-PSP.
Based on the attack model mentioned above, sev-

eral attacks were designed and launched (Table 1) The
attacks were launched to study the forward and back-
ward cascading effects on the SWaT and WADI inter-
connected system. A description of the attacks and their
impact is in “Cascading effects of attacks on SWaT and
WADI” section.

Cascading effects of attacks on SWaT andWADI
In a system, the direction of the flow of commodities or
information determines the direction of the system. If the
commodities or information flows from point A to point
B then point A and point B are said to be upstream and
downstream respectively. During an attack, if the attack
point is downstream and the impact is observed upstream,
it is called the backward cascading effect. Similarly, when
an attack point is upstream and the impact is observed
downstream it is called the forward cascading effect. For
example, from Fig. 3 that treated water obtained from the
SWaT is fed into the water distribution system. Therefore,
SWaT is an input to theWADI system and it can be stated
that SWaT is upstream and WADI is downstream in the
interconnected system. If an attacker launches an attack
only on the SWaT system and the attack propagates to the
WADI system. As a result, the impact of the attack can be
observed in the WADI system. This type of attack prop-
agation i.e, from SWaT to WADI is defined as a forward
cascading effect. In contrast to this, if the attack occurs on
theWADI system and the impact is observed on the SWaT
system, then it can be defined as a backward cascading
effect between SWaT andWADI.
In this paper, the backward and forward cascading

effects were demonstrated experimentally using attacks
A3 and A4 respectively (refer Table 1). Once the sys-
tem reaches an undesirable state due to the actions of an
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Table 1 Attacks launched on SWaT and WADI

Attack design

Attack Intention
Target CI and Procedure

SWaT WADI

A1 RO permeate tank overflow Pump P601 Attack sequence:

1. Stealthy attack on 1_LT_001

2. Replay attack on 1_FIT_001

A2 Damage P501 Increase speed of P501 to meet the demand

Increase consumer tank m demand in stage P2

A3 Drain the RO permeate tank in
SWaT

- Attack on water quality sensors in P1 stage

A4 Cut-off water supply to the
consumer tanks in WADI

Attack sequence:

1. Attack on P-601, LS601

2. Attack on P-501

3. Attack on P-401, LT-401 -

attacker, the attack is said to be realized. Let us consider
the interconnected system in Fig. 5. If the attack is per-
formed on System A and System B reaches an undesirable
state, it is termed as a forward cascading attack. Simi-
larly, if the attack is performed on System B and System
A reached an undesirable state, it is termed as a backward
cascading attack.

Attacks on SWaT andWADI
A set of cyber-attacks were designed to understand how
an attack in one system affects the process in another.
These attacks were launched on SWaT and WADI and
their effects monitored via several sensors. In this work,
we choose the attack points that were either immediately
downstream or upstream of the interconnection link.
Invariants for SWaT and WADI, as well as those across

the two systems, were implemented in the two systems for
detecting any process anomaly resulting from each attack.
The attacks are summarized in Table 1. Description of
each attack, its impact, and detection are described next.

Attack A1: In this attack, the attacker’s intention is to
overflow the RO permeate tank in SWaT. Based on the
attacker’s capabilities and knowledge, the attack can be
launched in two ways: 1) attack on SWaT (A1.1) and
2) simultaneous, i.e. coordinated, attack on SWaT and
WADI (A1.2). Initially the attack was launched only on
SWaT to study the propagation of its effects to WADI.
This was followed by the simultaneous attack on SWaT
and WADI.
A1.1: Attack on SWaT : The intention of this attack is to
overflow the RO permeate tank in SWaT (IA1.1 ). The inten-
tion can be realized through the level 0 attack in SWaT
by switching pump P601 OFF. This is a level 0 Man in
the Middle attack (MITM) attack where packets from a

PLC are modified and the modified packets sent to one
or more physical processes such as actuators and sen-
sors (AS1A1.1 ). The communications protocol used in this
case is Ethernet IP. The steps to launch AS1 are described
below.
SWaT network topology: The network topology used in
level 0 is a ring configuration where all the nodes are con-
nected to two other nodes as shown in Fig. 6. There are
two PLC’s, one primary and the other secondary, RIO
(Remote Input/Output Unit) and ETAP (EThernet Access
Point). As shown in Fig. 6, a bridge is setup with an
attacker device in between the PLC and RIO using bridge
controls. Once the bridge setup is verified the packets are
modified using a dissector built using the SCAPY tool
(Biondi 2010).
As shown in Fig. 7, the attack starts at 2247 second

mark. The impact of this attack can be observed in WADI
as described next. Figures 8 and 9 show the status of pri-
mary grid water tank level (1_LT_001) and flow meter
(1_FIT_001), respectively, in WADI. Note the High and
Low set points of 1_LT_001 are 65% and 60% of the tank
height, respectively. The attack on P601 in SWaT started
when 1_LT_001 reaches the Low set point, i.e. at the
2247 second mark. At this time instant, it can be seen
in Fig. 9 that valve 1_MV_004 moves from ON to OFF
position. As a result, 1_MV_005 turns ON and enables
flow of water from the RO tank to the primary grid tank.
However, 1_FIT_001 reading is zero as shown in Fig. 9.
It can therefore be concluded that there is no inflow into
the primary grid tanks. As a result the RO tank level
in SWaT starts to overflow at approximately 4050 second
mark as observed in Fig. 7. Further, the level in the pri-
mary grid tank decreases continuously and reaches at
30% mark as shown in Fig. 8 thus realizing the attacker
intent.
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Fig. 6 a Example ring topology in SWaT and (b) with an attacker inserted as Man-in-the-Middle. In this configuration, the attacker can eavesdrop
and manipulate all traffic between RIO and the primary PLC

Fig. 7 Left and right axes show the P-601 and LSH status in SWaT respectively

Fig. 8 1_LT_001 level status in primary grid of WADI
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Fig. 9 1_LT_001 level status in primary grid of WADI

Attack detection: Three invariants, listed below, are of
interest in detecting attack A1.1. Invariant 11 is derived
for WADI whereas Invariants 12 and 13 denote the dis-
tributed invariants across SWaT and WADI. Invariant 11
represents the condition between the level of raw water
tank in stage 1 of WADI, status of 1_MV_004, and that
of 1_MV_005. Invariant 12 describes the condition that
determines when pump P601 should be ON. Whenever
P601 is ON and 1_MV_004 is CLOSED, there should be an
inflow to the raw water tank that is indicated by the flow
meter 1_FIT_001. This condition is captured as Invari-
ant 13. From Figs. 7 and 9 it can be observed that after the
attack is launched pump P601 is ON and valve 1_MV_004
is in CLOSED position though the 1_FIT_001 reading is
recorded as zero. This observation is adequate to con-
clude that Invariant 13 is violated and hence the process
anomaly detected.

1_LT_001=L ⇒ 1_MV_004=CLOSE∧1_MV_005=OPEN
(11)

1_MV_004 =CLOSE ∧ ¬LSL601 ⇒ P601=ON (12)

P601=ON ∧ 1_MV_004=CLOSE ⇒ 1_FIT_001 > 0.001
(13)

A1.2: Simultaneous attacks on SWaT and WADI: The
attacker’s intention remains as in the previous attack,
i.e. to overflow the RO permeate tank in SWaT (IA1.2 ).
The steps for launching simultaneous attack on SWaT
and WADI are as follows. First, the attack is launched
on WADI. Attacking WADI requires a replay attack on
1_FIT_001 (AS1A1.2 ) and a stealthy attack on 1_LT_001
(AS2A1.2 ). This is followed by an attack on SWaT (AS3A1.2 ).
The steps for attacking SWaT are the same as in A1.2
(AS3A1.2 = AS1A1.1 ). Note that even though AS1A1.1 and
AS2A1.1 are launched before AS3A1.2 , they remain active

until after AS3A1.2 is inactive. The sequence of attacks
among AS1A1.1 and AS2A1.1 does not impact the outcome.

1. Attacking WADI: Attacks on WADI are described
in the following.

(a) AS1A1.1 Replay attack: This attack is launched
on 1_FIT_001. The attacker observes and
records the data for certain time duration and
replays the recorded measurements during
the attack. The recorded measurements are
replayed when valve 1_MV_004 is in
CLOSED position, i.e., valve 1_MV_005 is in
OPEN position. Whereas, when 1_MV_004 is
in OPEN position, i.e., 1_MV_005 is in
CLOSED position, 0 is replayed instead of the
recorded data. Figure 10 shows the valve
(1_MV_004) position and flow meter readings
(1_FIT_001) during the replay attack. The
attacker launches the replay attack at
3443 second mark and ends at 6228 second
mark as shown in the figure.

(b) AS2A1.1 : Stealthy attack: In order to launch a
stealthy attack it is assumed that the attacker
has the knowledge of the physical model of the
plant and the anomaly detection mechanism,
and can secretly manipulate the sensor
readings. The dynamics of the water tank
level can be derived from first principles. The
relationship between the water height and the
inlet and outlet flow rate is captured below.

A
dh
dt

= Qin − Qout (14)

where A is the cross-sectional area of the
water tank, and Qin and Qout are inlet and
outlet flow rates, respectively. The following
Linear Time Invariant model can be derived
assuming a discrete time interval 1 second.
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Fig. 10 Replay attack on 1_FIT_001

hk+1 = hk + Qin − Qout
A

(15)

The change in the level during the attack is
estimated using Equation 15. Further, the
replayed value of 1_FIT_001 is used as the
inlet flow rate Qin in the above Equation.
Figure 11 shows the stealthy attack start and
end points on level sensor 1_LT_001.

2. Attack on Pump P601 (AS3A1.2 = AS1A1.1 ): As
explained in “SWaT and WADI interconnection”
section, pump P601 turns ON/OFF based on the
status of valve 1_MV_004. To perform this attack on
P601 the attacker must synchronize with the status
of valve 1_MV_004. Whenever 1_MV_004 is in
CLOSED position, pump P601 should be ON. To
overflow the RO tank, the attacker needs to launch
the attack to turn OFF the pump as explained above.
When 1_MV_004 is in OPEN state, PLC P6 sends a
command to turn OFF P601. Therefore, the attacker
must end the attack at this time. This cycle is
repeated until the RO tank overflows. Figure 12
shows the different start and end points for the
attack on P601. It can be observed from Fig. 13 that
the level switch LSH601 status reaches the high set
point when the attack ends.

Attack Detection: First, the distributed invariants derived
in Eqs. 11, 12 and 13 are applied. Due to the replay attack
onWADI, these invariants are not violated, indicating that

the attack is not detected. An attack detection framework,
based on Linear Time Invariant model of WADI together
with the CUSUM detector (Ahmed et al. 2017) is used on
level sensor 1_LT_001. As shown in Fig. 14, the CUSUM
residuals are within the limits. Hence CUSUM is also
unable to detect the attack on 1_LT_001. Therefore, it
can be concluded that the attacker achieves the goal by
successfully launching replay and stealthy attacks.

Attack A2: The attacker’s intention is to damage pump
P501 in SWaT( IA2 ). This can be achieved by increasing
the demand from the consumer tanks in WADI (AS1A2 ).
The attacker increases the demand of the consumers as
shown in Fig. 15. To meet this demand pump P501 speed
is increased (AS2A2 ) as can be observed from Fig. 16. The
attacker continues to increase the demand i.e, AS1A2 and
AS2A2 are launched in a loop continuously until the pump
reaches its maximum speed. The attack was removed
shortly after due to the safety of the pump. However, if
this attack continues for a longer period, it will damage the
pump.

Attack A3: This attack demonstrates how an attacker can
impact SWaT by launching an attack on WADI and that
there is a backward cascading effect between SWaT and
WADI. The attacker intends to drain the RO permeate
tank in SWaT (IA3 ) and hence selects water quality sensors
in stage P1 as the target. As shown in Fig. 17, the attacker
increases the conductivity reading from 5 to 500 at 4000
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Fig. 11 1_LT_001 level indicator during simultaneous attack on SWaT and WADI

second (AS1A3 ) mark. Consequently the PLC assumes that
the water quality is not within the acceptable range. This
leads to the opening of valves 1_MV_002 and 1_MV_003
to drain the water in the raw water tank. When the level
reaches the Low mark, water from the RO tank will be
supplied. Due to this attack, water supply from the RO

tank is not adequate to meet the raw water tank require-
ments. Consequently the RO tank level reaches the Low
mark triggering LS601 at 7500 second as shown in Fig. 18.
Attack Detection:As the water flows from SWaT toWADI,
it is expected that the water quality in stage 5 of SWaT
and stage 1 of WADI should be the same. Also, if the

Fig. 12 Pump and valve statuses in SWaT and WADI respectively
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Fig. 13 RO permeate tank High Level switch status in SWaT

water conductivity is less than 20μs/cm, the drain valve
for tanks in raw water stage (stage 1) of WADI should
be closed. Therefore, the distributed Invariant 16 can be
used to detect this attack. Moreover, when the water flows
from SWaT to WADI the raw water tanks should not be
draining. This condition is represented as Invariant 17.

AIT504<20⇒ 1_MV_002=CLOSE∧1_MV_003=CLOSE
(16)

P601=ON ⇒ 1_MV_002=CLOSE ∧ 1_MV_003=CLOSE
(17)

Attack A4: In this attack, the attacker’s intention is to
cut-off water supply to consumer tanks in WADI (IA4 ).
To realise the intention the attacker targets P501 pump
in SWaT (AS1A4 ). This attack also demonstrates the for-
ward cascading effect between SwaT and WADI. in this
attack, the attacker launches an attack only on SWaT
system and the impact can be observed in WADI sys-
tem. As shown in Fig. 19, the attacker switches OFF the
pump at 3000 second mark. This attack is continued until
the water supply to consumers cuts-off. This happens
between 12000 and 14000 second marks as evident from
Fig. 20. It is observed that not all the consumer tanks are

Fig. 14 Residual estimate of level sensor 1_LT_001
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Fig. 15 Total consumption flow rate of consumer tanks in WADI

Fig. 16 Pump P501 speed in SWaT

Fig. 17 Attack on conductivity sensor in WADI
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Fig. 18 RO tank Low level switch status in SWaT

simultaneously cut-off from water supply. This is due to
the difference in spatial location of the consumer tanks.
Attack detection: In SWaT pump P501 should beONwhen
in stage 4 pump P401 is ON, the dechlorinator UV401 is
ON, and flow meter FIT401 reading is above the LowLow
(LL) set point. This condition is captured in Invariant 18.
It is clear from the data that all three conditions are met
but P501 remains OFF during the attack period. Hence,
the anomaly resulting from this attack is detected.

P401=ON ∧ UV401=ON ∧ FIT401 > LL ⇒ P501=ON
(18)

Discussion
Next, we point to key observations and challenges that
would be faced by an attacker while designing and launch-
ing the attacks on interconnected systems.

Realizing attackers intention: Observations from the
experiments conducted indicate that a cyber-attack on
one system will likely impact the connected system. SWaT
and WADI are interconnected in such a way that the out-
put of SWaT flows intoWADI as input. Experiments were
designed to show attacks on interconnected systems, the
forward and backward cascading effects. In these exper-
iments attack A4 shows the forward cascading effect on
WADI when the attack is launched on SWaT. The attack
on P501 cuts off water supply to WADI. Attack A3 shows
the backward cascading effect between SWaT andWADI.
A different type of interconnection might have a differ-
ent type of cascading effect. For example, if two systems
are connected in a loop there is a possibility of a looped
cascading effect. Such attacks/cascading effects are not
performed in this paper as the testbeds used are not built
in such a configuration.

Fig. 19 Attack on the pump P501
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Fig. 20 Consumer tank input flow rates in WADI

Attack A2 demonstrate how the attacker can launch
attacks on both systems simultaneously in order to realise
his/her intentions. It is to be noted that the attacker can
also realise the intention by attacking only one system.
However, such attacks can be detected in another system
easily when there is a dependency. For example, in attack
A1, the attacker can realise the intent by targeting only
SWaT. However, the distributed invariants can detect the
attacks easily. To successfully hide the attack the attacker
needs to target both systems.
It is to be noted that the designed invariants can detect

the attacks once an actuator (valve) state is stabilized
i.e, valve is in either open or closed position, but not in
the transition state. However, water treatment and dis-
tribution systems dynamics evolve slowly, therefore, it is
assumed that if an attack occurs during the transition
period, the detectionmechanism can still detect the attack
before the system reaches to an unsafe state.
Design of experiments: It is observed that for an attacker it
is important to choose the right set of sensors and actu-
ators for an attack. To select such components and the
appropriate attack point, the attacker needs to have prior
knowledge of the systems and their dependency.
In our experiments the attacks were designed based

on the attacker’s intention. The attack points were cho-
sen either in one system or in both in order to realise
the intention. It is to be noted that the attack points
were chosen either immediately downstream or upstream
of the interconnection link. In general, the attacker may

have a good knowledge of the immediate up-stream and
downstream points of the interconnection link. There-
fore, he/she tries to choose these points as potential attack
points. However, the attack can propagate much further
downstream in another system.
In attack A4, the attack point P501 was chosen which

is immediately downstream of the RO tank. The impact
is observed in consumer tanks located towards the end of
stage 2 of WADI as shown in Fig. 2. It is worth mention-
ing that by choosing such attack points the impact can be
observed sooner. It is also possible to choose attack points
in P1, P2, or P3 stages of SWaT. However, the intention
may take longer to be realised. These points were chosen
for the ease of experimentation.
Challenges in launching attacks: At least two attackers are
required to launch some of the attacks designed in our
experiments. Moreover, the attackers need to be commu-
nicating with each other to successfully launch the attack.
For example, attack A1 was performed on both SWaT and
WADI. This attack required two attackers, one in SWaT
and another in WADI. The attack on WADI was started
before the attack on SWaT was launched. Uninterrupted
communication was required between the attackers until
the intention was achieved.
To successfully realize the attack on the interconnected

system, the attacker needs information about all the dif-
ferent systems and how they are interconnected to each
other. Lack of this knowledge will lead to either an unsuc-
cessful attack or easy detection of the attack.
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Applicability to other systems: The interconnected SWaT
andWADI testbeds are based on real water treatment and
distribution systems. However, they are scaled-down. The
complexity of a real system is greater as there are large
number of possible attack points, large numbers of inter-
connection links and the control logic between the inter-
connected variables will be more complex. Even though
the methods used in this paper are scalable, creating
invariants with many variables will be more challenging
compared to the ones created in this paper.
On the other hand, for attackers, synchronizing between

all the attack points for successful attacks, most of which
will be on different networks, will be a challenging task.
Also, as there are more interconnection links, an attacker
has a wider choice of attack points that are immediate
upstream or downstream of the interconnection links.

Related work
Significant research exists in modeling cyber-attacks and
assessing their impact on CPS. In Berman and Butts
(2012) the authors make an attempt to characterize cyber-
attacks on an Industrial Control System. However, the
characterization in Berman and Butts (2012) does not
include several aspects of attacks such as start and end
states, intents, and attack points. Attacks have been mod-
eled as noise in sensor data (Kwon et al. 2013). Such
attacks have also been referred to as state attacks or output
attacks (Pasqualetti et al. 2011) and are often referred to as
formal attack models. These attack modeling approaches
consider a linear state model of the CPS control mech-
anism and add noise to either the state and/or to the
control. The model so derived is then used to answer
questions related to attack detectability and identifica-
tion. Textbooks (Stamp 2011) on cyber security generally
describe these attacks. These attacks include a variety of
deception attacks including surge and bias (Stamp 2011).
Several other graph based modeling techniques also exist
and are derived from research in network security (Chen
et al. 2011). Textual attack models have been proposed
based on the CERT security incident taxonomy (Wasicek
2013). Control theoretic models (Kwon et al. 2013) reduce
the entire attack space to a mathematically tractable noise
and abstract the physical aspects whereas the attacks
designed in this paper are from a cyber physical attacker
model (Adepu and Mathur 2016b) and affords an oppor-
tunity to widen the attack surface. The investigation of
attacks (Kang et al. 2016; Adepu et al. 2017; Adepu et al.
2020) and automatic generation of attacks (Chen et al.
2019) have been studied.
Petri net based models (Chen et al. 2011) capture the

dynamics between the behavior of an attacker and the
attack detection or defense mechanism in a CPS. The
models account for failure types of a CPS and survivabil-
ity. The attack model proposed here is useful in the design

of cyber-attacks while a Petri net, as well as other graph
models, are useful in analyzing the impact of an attack.
Capability centric models (Teixeira et al. 2012) make use
of the attacker’s knowledge and capabilities in design-
ing and launching attacks. This aspect is covered in the
attack model proposed here in terms of the attack proce-
dures though not as explicitly as in the literature. Thus,
for example, the cyber-physical attack space in Teixeira
et al. (2012) captures the different types of traditional
network-based attacks, the domain model in this chap-
ter captures the key elements of a CPS that might be an
attacker’s target. The information flow disruption attacks
(Howser andMcMillin 2014), as in the case of Stuxnet, can
be modeled.
Single point attacks are similar to those in Cardenas

et al. (2011) and Urbina and et al. (2016b), however, the
attacks investigated in this paper are multi-point attacks
where an attacker manipulate multiple data points. In
Urbina and et al. (2016b) the authors have proposed a
metric to capture the maximum deviation per unit time
in sensor readings resulting from undetected attacks, and
the expected time between false alarms. This metric is
not suitable in the case of multi-point coordinated attacks
involving multiple actuators and sensors. Further, attacks
in the case study as in “Cascading effects of attacks on
SWaT andWADI” section were launched on a larger scale
than those in Urbina and et al. (2016b). Researchers have
also explored false data injection attacks in electric power
grids using simulation (Liu et al. 2011); these attacks are
also single-point; and not coordinated as in our study.
The Weaselboard (Mulder et al. 2013) uses PLC back-
plane to get the sensor, actuator values and analyses them
to prevent zero day vulnerabilities. The use of invariants
for detecting attacks on CPS has been proposed by sev-
eral researchers. The work that relates most closely to the
techniques used in DAD is in Gamage et al. (2010), Paul
et al. (2011), and Rosich et al. (2014). In another work
(Ahmed et al. 2018), the model from the plant dynamics
and unsupervised learning was used for attack detection.
Evaluated cascading impact of attacks on resilience of
industrial control systems (Hau et al. 2020). In another
work, zero residual attacks on industrial control systems
are presented (Ghaeini et al. 2019).

Conclusions and future work
An experimental study was conducted to investigate the
cascading effects of cyber-attacks on interconnected criti-
cal infrastructure. Experiments were designed and carried
out on two operational testbeds namely, a water treat-
ment and a water distribution system. Forward and back-
ward cascading effects were studied to understand how
an attack can propagate and impact these systems. An
invariant-based approach was used for attack detection.
Distributed invariants were derived across the interdepen-
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dent systems to detect process anomalies resulting due to
cascading effects of a cyber attack.
The experiments in this work showcase the impact

of cascading effects on interconnected systems. It was
observed that to perform an attack on critical intercon-
nected infrastructure, the attacker needs to know how the
target infrastructure is linked to other infrastructure. A
weak, or a critical node, may be found in these systems
to serve as an attack target and cause more damage to
the system. For example, in attack A4, it is observed that
attacking the pump in SWaT can cause significant incon-
venience to the consumers by disrupting water services.
Invariants derived from the design of individual systems
are unable to detect such attacks; distributed invariants
become a necessity. For example, in attack A1, Invariant 7,
a distributed invariant, is violated but not Invariant 5
which is derived from only WADI.
Further work is needed to study the impact of cascading

effects of electric power failures on water systems when
power and water systems are interconnected and study
the investigation of safety and security integrated models
(Sabaliauskaite and Adepu 2017) across interconnected
systems. The case study presented in this paper is a step
towards realizing a safe and secure interconnected sys-
tem. A procedure to derive a complete set of attacks and
invariants can also be pursed as a future research work.
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