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Abstract 

Network Intrusion Detection Systems (NIDS) are utilized to find hostile network connections. This can be accom-
plished by looking at traffic network activity, but it takes a lot of work. The NIDS heavily utilizes approaches for data 
extraction and machine learning to find anomalies. In terms of feature selection, NIDS is far more effective. This is 
accurate since anomaly identification uses a number of time-consuming features. Because of this, the feature selec-
tion method influences how long it takes to analyze movement patterns and how clear it is. The goal of the study 
is to provide NIDS with an attribute selection approach. PSO has been used for that purpose. The Network Intrusion 
Detection System that is being developed will be able to identify any malicious activity in the network or any unusual 
behavior in the network, allowing the identification of the illegal activities and safeguarding the enormous amounts 
of confidential data belonging to the customers from being compromised. In the research, datasets were produced 
utilising both a network infrastructure and a simulation network. Wireshark is used to gather data packets whereas 
Cisco Packet Tracer is used to build a network in a simulated environment. Additionally, a physical network consisting 
of six node MCUs connected to a laptop and a mobile hotspot, has been built and communication packets are being 
recorded using the Wireshark tool. To train several machine learning models, all the datasets that were gathered—cre-
ated datasets from our own studies as well as some common datasets like NSDL and UNSW acquired from Kaggle—
were employed. Additionally, PSO, which is an optimization method, has been used with these ML algorithms for 
feature selection. In the research, KNN, decision trees, and ANN have all been combined with PSO for a specific case 
study. And it was found demonstrated the classification methods PSO + ANN outperformed PSO + KNN and PSO + DT 
in this case study.
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Introduction
According to Musa et  al. (2021),  IDSs are "active pro-
cesses or devices that review device and connection 
activities for unapproved and disagreeable behavior." IDS 
are available in three flavors. These categories include 
HIDS, NIDS, and hybrid-based IDS (Waskle 2020). The 

HIDS seeks to keep track of internal computer system 
activity. The NIDS’s objective is to dynamically monitor 
the network traffic in real-time. In order to ascertain any 
potential network intrusions, the NIDS tries to accom-
plish that. It tries to do that by using the right detection 
techniques.

There are three distinct categories: hybrid IDS built on 
an IDS, exploitation identification, and anomaly detec-
tion (Ganesh and Sharma 2021). A collection of specified 
characteristics or criteria is used in the detection system 
to identify recognised hazards. The anomaly detection 

*Correspondence:
Vaishnavi Sivagaminathan
vaishnavi.ganesh8@gmail.com
1 Lovely Professional University, Phagwara, India

http://creativecommons.org/licenses/by/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s42400-023-00161-0&domain=pdf
http://orcid.org/0000-0002-5084-7555


Page 2 of 15Sivagaminathan et al. Cybersecurity            (2023) 6:27 

mechanism detects unidentified attacks on a regular 
basis. This is achieved by evaluating if the device’s state 
is normal. The IDS classification for anomaly detection is 
shown in Fig. 1. A hybrid IDS may be able to spot both 
known and unidentified attacks. The focus of this essay is 
the NIDS. NIDS uses the entire network’s traffic charac-
teristics to detect threats. The NIDS is the subject of this 
article. NIDS uses the whole network’s traffic character-
istics to find hazards. The utilization of all capabilities is 
not necessary for attack detection.

Infiltration is a notion that exists anyplace there is con-
nectivity. Applications comprise Wifi hotspots in big 

businesses, residential area networks, wireless sensor 
networks, and the Internet of Things. Securing sensitive 
data kept in various databases is essential. Customer-
related information, such as TINs, dates of birth, and 
Aadhar card numbers, must be kept safe for this reason. 
As a result, intrusion detection systems become neces-
sary. It is necessary to have systems for both intrusion 
detection and prevention (Sivagaminathan and Dr. Man-
mohan Sharma. 2021a).

DoS attacks, Man in the Middle attacks, sinkhole 
attacks, selected transmitting attacks, flooded attacks, 
worm attacks, etc. are just a few examples of the many 

Fig. 1  IoT environment threat dimensions
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diverse attack types that may be used. DoS attacks can 
involve saturating a server with phony information in an 
effort to jam the networks and block actual traffic from 
reaching the host. This regularly happens in the world 
of online business. It’s possible for a site to purposefully 
flood other site’s server with fictitious traffic. As a result, 
intrusion detection and prevention are crucial. (Bang 
et al. 2020).

Wireless sensors also demand penetration testing. All 
industries, including those connected to agriculture, 
business, building roads and traffic networks, the mili-
tary, telecommunications, and the medical and health 
fields, employ WSNs. the tracking of patients’ locations 
and the surveillance of elderly patients (Karimipour 
et al. 2019) are examples of how this is used in the health 
world.

The following are some IPDS systems that have been 
created in various fields: 

a	 A commercially available NIDS tool called Snort was 
used to compare an intrusion detection network sys-
tem’s effectiveness (IDPS) that has been described. 
All Snort rules Utilize the prefix in the suggested 
system and randomized indexes techniques, and as 
during periods of intense network connections, key 
sequences are developed to decrease the duration of 
packet sniffing and the probability of false positives 
(Almomani and M. AL-Akhras  2016).

b	 Synchronized phasor systems may now identify mali-
cious intrusions with the use of a tool called System 
for detecting intrusions specific to synchro phasors 
(SSIDS). It combines a behaviour patterns strategy 
and a diverse whitelist to detect both known and uni-
dentified attacks. (Abdulaziz et al.  2019).

c	 To avoid intrusion, a solution known as home region 
network using ZigBee could use HANIDPS as just an 
intrusion protection and monitoring system has been 
developed (Firoz Kabir and Sven Hartmann  2018).

d	 An IDPS has also been created to safeguard linked 
automobiles’ Controller Area network (CAN) buses. 
Real-time vehicle data may be provided through the 
Controller Area Network interface, which links sens-
ing devices and controlling devices in a network for 
control applications (Yang et al. 2020). A serial auto-
mobile bus network is involved.

Threats to IoT settings come in many forms, both phys-
ical and virtual. Figure  1 demonstrates the many forms 
of cyber security included in the IoT process, including 
cloud services with multiple-system creation, and attack 
level. All of the above-mentioned categories have a high 
degree of assault; hence these procedures demand high-
security characteristics on several dimensions (Jokar and 

Leung 2016; Sharma and Moller 2018). Despite the fact 
that several IoT systems provide poor attack characteris-
tics, protocol-level feature implementations significantly 
superior than that used by all people. As a result, to pre-
vent any sort of hazard from accessing the defined sys-
tem, a greater feature is necessary.

The paper will follow the following format: The prep-
aration of datasets utilising two pieces is covered in 
Sect.  “Proposed methodology”. Part a involves employ-
ing a simulation environment, such as the Wireshark and 
Cisco Packet Tracer tools. The development of datasets 
through a real, physical network made with node MCUs 
is covered in Part b (Jing et  al. 2022). Several machine 
learning classifiers are trained in Sect.  “ML classifica-
tion model training using a variety of methods “ utilising 
the datasets mentioned above and PSO as an optimiza-
tion strategy. Section “Result and discussion” includes the 
findings and Discussions.

Proposed methodology
The proposed Methodology is as follows:

A variety of machine learning (ML) models, including 
Linear Regression, SVM, Decision Trees, Random For-
est, k nearest neighbor (knn), Artificial Neural Networks, 
Adaboost, Naive Bayes classifier, and Bayesian classifiers, 
among others, are trained using the selected features, as 
shown in Fig.  2, and their prediction accuracy is deter-
mined (Zhao et al. 2022; Zhang et al. 2022a). To further 
improve the effectiveness of ML classifiers, PSO has also 
been used as an optimization strategy.

a)	 Creating datasets with the wireshark tool using a 
cisco packet tracer simulated network 

	 The technique used in our proposed study was to 
first construct the network system with the appro-
priate node layout, as illustrated in Flowchart Fig. 3 
(Mushtaq et  al. 2022). This node was created using 
a distinctive network design (Transfer learning-
based multi-adversarial detection of evasion attacks 
against network intrusion detection systems 2022). 
We set up Cisco Packet Tracer to initialize a model 
of the whole network architecture for this purpose. 
We have created a test network environment for this 
system with 5 source IP addresses, 13 destination IP 
addresses, and 9 protocols. ARP, BROWSER, DHCP, 
ICMPV6, IGMPV3, LLMNR, MDNS, NBNS, and 
SSDP were among the network protocols used (Ravi 
et al. 2022). Using the Cisco packet tracer simulator, 
the protocol was started for a duration of 10  min. 
There were no run time errors while the simulation 
was running since the run time was properly setup 
(Mokhtar Mohammadi et  al. 2021; Lo et  al. 2022) 



Page 4 of 15Sivagaminathan et al. Cybersecurity            (2023) 6:27 

through. Once the simulation model was fully mod-
elled, we utilized the Wireshark system to gather data 
packet values for source, destination IP, and protocols 
with respect to time, allowing us to initialize the time 
domain model and create a more accurate and reli-
able prediction model.

Proposed algorithm
The suggested approach is made to lessen the features of 
network incursion for effective management of source 
and destination protocols on the available network band-
width. Any network, including Bluetooth, 3G, 4G, 5G, 
Wi-Fi 2.4Ghz or Wi-Fi 33 5Ghz, may use this method. 
Understanding the method for determining the histori-
cal features of incursion flow on the specific network is 
necessary (Wang et  al. 2022a). In order to comprehend 
the future mutation in the infiltration over any network 
bandwidth, this analysis is being taught utilizing neural 
networks (Wang et al. 2020). The method begins with the 
function A (x, y, z), where x, y, and z represent source IP, 
destination IP, and intrusion protocols, respectively.

We have I as a variable that identifies the features of 
an intrusion, j as the likelihood that the intrusion would 
be discovered, and x, y, and z as parameters that rely on 
the simulation model’s functions (Saba et al. 2022; Mal-
donado et al. 2022).

Fig. 2  Operating a better IDS system
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Back trace to find the sequence of Intrusion
The probability of the ideal sequence for source, des-

tination, protocols, incursion, and values attributes is 
stored in the array Network Intrusion (X, Y, Z, I j). Cer-
tain network features will be given probability and weight 
in C(T) functions (Wang et al. 2022b).

1.	 Using Cisco Packet Tracer, a network made up of 
PCs, switches, and routers connected by LAN is built 
in the simulated scenario. Figure  4 illustrates that 
(Selection and for Intrusion Detection System et  al.  
2020).

2.	 Using the Wireshark tool, 10  min worth of activity 
on our laptop system, including the aforementioned 
conversation, is captured in the packets that were 
transmitted. The Wireshark tool is used to recover 
the protocols utilised, source IP addresses, destina-
tion IP addresses, and the length of communication 
between specified sources and specific destinations 
(Detecting botnet by using particle swarm optimiza-
tion algorithm based on voting system 2020).

3.	 In order to determine which destination takes the 
longest, filters are now being used, graphs are being 
displayed, and each protocol is being examined indi-

Fig. 3  Demonstrates the entire process of data collecting for any network simulation model
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Fig. 4  Showing the test network architecture in Cisco packet tracer
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Fig. 5  Shows protocols vs (ff02::1:3) destination IP
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vidually (Chohra et  al. 2022). The area that is most 
affected is the one that occupies the majority of the 
graph’s time. When a destination’s maximum time 
is shown, it means the location offered the greatest 
degree of defense against any odd incoming packets 
from a source. Consequently, this odd package that 
just arrived could be an intrusion.

4.	 We next try to identify the source from where this 
packet originated to the place where it experienced 
the most resistance by applying filters to that par-
ticular destination. Once more, by finding the source 
that takes up the greatest space in the graph, the IP 
address of the suspected intrusion source may be 
determined.

The information is shown in the following R-plotted 
graphs, Figs. 5, 6, and 7. (Part a’s findings).

The many criteria by which the above graphs are 
shown include the different Source IPs, Destination IPs, 

Protocols involved, and the length of time it takes for a 
certain Protocol to have an effect on a certain Destina-
tion IP before having an impact on a particular Source 
IP. The parameters are shown below:

Figure  4 depicts the network architecture utilised in 
our testing environment, and Table 3 shows the Source, 
Destination, and Protocol Dataset in relation to it.

Figure 8 shows the development of wireless sensor net-
works made up of NS2 nodes.

According to varied data bandwidth communications, 
it has been discovered that the processing time line for 
various communication protocols on the specified test 
environment varies from 0.002 to a maximum of 40  s 
(Cui et al. 2019). Our research has documented the dura-
tion of data packet transmission, which is a result of com-
munication protocols. This observation directly relates 
to the reliability of intrusion to time and the processing 
power of the network design, network nodes, or network 
cloud.

Fig. 6  Shows protocols vs (192.168.239.1) Source IP
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b)	 The development of datasets from a physical network 
made using five node MCUs, a laptop, and a mobile 
device

	 The following was done during the experiment. An 
internet connection based on a mobile hotspot was 
made possible by the development of a network of 
laptops and six node MCUs. The matching node 
MCUs were then connected to six LEDs. First, nor-
mal on and Off buttons from a mobile device with 
IoT programming were used to switch on and off 
the LEDs (Gölcük et  al. 2020). The Normal Dataset 
was compiled using the Wireshark software. The IP 
address of one of the nodes’ MCUs was afterwards 
modified to an extremely long string, allowing some 
type of intrusion to be introduced (Alazzam et  al. 
2020; Kitali et  al. 2021; Lima et  al. 2020). Another 
dataset—this time an intrusion-induced dataset—
was also created using the Wireshark programme. 
This moment, the node MCU received two succes-

sive ON orders followed by two seconds later by two 
OFF commands. Using the normal and intrusion-
induced datasets from each of these datasets, the 
neural network model was trained. Some datasets 
were created from scratch, while others come from 
UNSW and other Kaggle and GitHub sources (Hem-
masian et al. 2022).

	 A physical network was constructed utilising a lap-
top, a mobile device, and five node MCUs, as illus-
trated in Fig. 9. Additionally, the dataset was obtained 
via both harmful and lawful means. These datasets 
are those that we presently have (Balamurugan et al. 
2022).(v). Several types of data caused by viruses are 
included in a UNSW dataset from GitHub.(vi). The 
dataset Kddcup 99

	(i).	 A typical dataset created with the Wireshark pro-
grammed and a simulated Cisco Packet Tracer net-
work.

Fig. 7  Shows protocols vs (192.168.239.255) destination IP
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	(ii).	 Using node MCUs in wireless networks, a typical 
dataset for an IoT context was obtained.

	(iii).	The NSDL dataset from Kaggle is used to train the 
neural network (which consists of details about 
various types of attacks)

	(iv).	The perturbed dataset was created by adding tur-
bulence within the network we built using IoT 
(Qazi et al. 2022; Zhu et al. 2022).

Fig. 8  Creation of wireless sensor networks consisting of nodes in NS2

Fig. 9  A physical network made up of a mobile device, a laptop, and five node MCUs was created
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ML classification model training using a variety 
of methods
These datasets were used to train the various ML classifi-
ers mentioned above, and their rates of accurately detect-
ing hazardous behavior were calculated (Joon and Tomar 
2022). Following that, PSO was combined with each of 
these various ML classifiers, and a comparison study is 
provided in Results.

Figures 10, 11, 12, and 13 below illustrate the confusion 
matrix, classification report, and receiver operating char-
acteristic for logistic regression and KNN (Tables 1 and 
2).

Fig. 10  Confusion matrix plotting for Logistic Regression

Fig. 11  Receiver operating characteristic (ROC)for logistic regression

Fig. 12  Plotting confusion matrix for KNN

Fig. 13  Receiver operating characteristic (ROC) for KNN

Table 1  Classification report for logistic regression

Precision Recall f1-score Support

0 0.98 0.99 0.99 19,368

1 1 0.99 1 79,436

Accuracy 0.99 98,804

Average macro 0.99 0.99 0.99 98,804

Avg. weighted 0.99 0.99 0.99 98,804

Table 2  Classification report for KNN

Precision Recall f1-score Support

0 1 1 1 19,368

1 1 1 1 79,436

Accuracy 1 98,804

Macro avg 1 1 1 98,804

Weighted Avg 1 1 1 98,804
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Result and discussion
After utilising the aforementioned datasets to train 
multiple ML classifiers, PSO was used in conjunction 
with each of these classifiers. A comparison of PSO 
in conjunction with three of the classifiers—k Near-
est Neighbor, Artificial Neural Networks,  Decision 
Trees, are listed here (Tables 3, 4, 5 and 6).

The following was noted when the proposed IDS sys-
tem and the present IDS were contrasted from various 
research studies:

Therefore, it can be stated that, when compared to 
other systems, the suggested IDS, PSO + ANN provides 
the best accuracy and the lowest FPR (A survey on fire-
fly algorithms et al. 2022; Judy Simon et al. 2022).

Below are some benefits of the various algorithms and 
technologies used for this study endeavor: 

i.	 Advantages of particle swarm optimization (PSO)

	 Popular optimization methods include Particle 
Swarm Optimization (PSO). The concept behind it 
is to simulate the behaviour of a flock of birds, with 
each bird standing in for a particle that seeks for the 
global optimum. Finding the best answer requires, 
the method utilises a swarm of particles that fly 
across the solution space and investigate various 
options (Ganesh and Sharma 2021).

	 PSO continues to be a popular option for many opti-
mization issues despite the development of several 
other optimization techniques throughout the years. 
This is because PSO provides a number of benefits 
over other optimization methods, including: Simple 
and straightforward to use: PSO is an easy-to-imple-
ment optimization method that works with any com-
puter language (Guilherme Ramos et al. 2022).

•	Efficient in terms of computations PSO is a quick 
and effective optimization approach because it 
doesn’t call for complicated or time-consuming 
calculations.

•	Effective performance for complicated issues PSO 
has been demonstrated to be effective for difficult 
optimization issues with high-dimensional search 
spaces.

•	Robustness PSO is a robust optimization method, 
which means it can deal with erratic or noisy 
objective functions (Wang et al. 2021).

PSO, a well-liked optimization method, has been 
extensively applied in many different applications, includ-
ing feature selection (Meysam Valueian et  al. 37 2022; 
Abdallah and Wafa’ Eleisah et  al. 2022). The approach 

Table 3  Shows the source, destination and protocol dataset 
with respect to our test environment of network topology as 
shown in Fig. 4

Source Destination Protocol

192.168.239.1 192.168.239.1 ARP

192.168.239.254 192.168.239.254 BROWSER

fe80::f9fc:ad11:1e14:b75 192.168.239.255 DHCP

VMware_c0:00:08 224.0.0.22 ICMPv6

VMware_fc:23:ae 224.0.0.251 IGMPv3

224.0.0.252 LLMNR

239.255.255.250 MDNS

Broadcast NBNS

ff02::1:3 SSDP

ff02::16

ff02::fb

VMware_c0:00:08

VMware_fc:23:ae

Table 4  Performance metrics for proposed classifiers

Measure PSO + DT (%) PSO + KNN (%) PSO + ANN (%)

Predictability 98.7 99.6 99.7

Accuracy 75.2 88.4 90.2

Low predictive 
value (NPV) (Sindhu 
et al. 2012)

99.5 99.8 99.8

F1 rank 81.7 92.1 94.1

Table 5  Assessment of suggested classifications

Measures PSO + DT (%) PSO + KNN (%) PSO + ANN (%)

Precision 
(Hoque et al. 
2012)

98.5 99.5 99.77

DR 89.5 96.1 97.2

FPR 1.2 0.3 0.02

Table 6  Comparison evaluation of the current system

Authors Algorithm Accuracy (%) FPR (%)

Sindhu, Geeta & Kan-
nan (Guo 2007)

DT 98.2 0.016

Mohammad Sazzadul 
Hoque (Preeti et al. 
2022)

GA 96.4 0.05

Guo KNN 98.45 0.048

TCM + KNN 99.4 0.1

Proposed classifier PSO + DT 98.5 0.011

PSO + KNN 99.6 0.004

PSO + ANN 99.78 0.003
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offers various benefits over other optimization methods, 
including resilience, strong performance for complicated 
problems, and simplicity and computing economy.

Different performance measures have been used in 
studies on numerous contemporary intrusion detec-
tion systems (Sivagaminathan and Dr. Manmohan 
Sharma.  2021b). A number of machine learning algo-
rithms have been studied, including K-Nearest Neigh-
bors, SVM, Discriminant Analysis, Naive Bayes Model, 
Logistic Regression, Ridge Classifier, and Decision Trees. 
The functioning of computational intelligence meth-
ods including Grey Wolf Optimization (GWO), Firefly 
Optimization (FFA), Genetic Algorithms, and numerous 
evolutionary algorithms was also thoroughly researched 
(Pampapathi et al. 2022).

	 ii.	 Advantages of wireshark tool

	 For 10 minutes, the packets sent through the laptop 
system were captured using the Wireshark Tool, 
and a simulation of a LAN server, PCs, and rout-
ers was built using Cisco Packet Tracer. We used 
this information to build our own dataset, which 
had protocols, source and destination IP addresses, 
and—most importantly—the amount of time 
needed to communicate between each source and 
each destination. We then plotted several graphs to 
study these interdependencies (Zhang et al. 2022b).

	 Popular software for recording and examining net-
work data is called Wireshark. To monitor and fix 
network issues, network administrators, security 
experts, and network engineers frequently utilize 
it. Wireshark is a recommended tool for collecting 
active communication packets for a number of rea-
sons, including:

•	Compatibility windows, Linux, and macOS are 
just a few of the many operating systems that 
Wireshark supports. Additionally, it supports a 
large number of networking protocols, giving it 
a flexible tool for examining various kinds of net-
work data.

•	User-friendly interface The Wireshark interface 
is user-friendly, making it simple to explore and 
analyses network traffic. Additionally, it offers a 
number of visualization tools, including packet 
decoding, protocol dissectors, and graphs, to 
make it simpler to comprehend the data being 
gathered.

•	Open-source because Wireshark is an open-
source programme, it is available for free and 
may be altered to suit certain requirements. This 

implies that a sizable user base exists that can offer 
the tool resources and assistance (Al-Anzi 2022).

•	Advanced functions Wireshark has a number of 
advanced functions.

•	Additional features Wireshark has a number of 
advanced capabilities that make it a strong tool for 
network analysis and troubleshooting, including 
packet filtering, protocol analysis, and exporting of 
recorded data.

	 Due to its interoperability, user-friendly interface, 
open-source status, and extensive functional-
ity, Wireshark is a recommended tool for collect-
ing active communication packets (Hassan et  al. 
2022). These elements make it a flexible and effec-
tive tool for network traffic analysis and problem-
solving.

	 iii.	 Advantages of cisco packet tracer

	 A network simulation programme called Cisco 
Packet Tracer offers a visual interface for net-
work design and setup. It is a graphical user 
interface (GUI)-based programme that enables 
users to effortlessly drag and drop elements 
to construct a virtual network environment, 
such as PCs, switches, routers, and servers. 
Users may experiment with various setups, 
test out network situations, and debug network 
problems with the help of the tool, which is 
intended to mimic a real-world network envi-
ronment (Pingale et  al. 2022; Choudhary and 
Kesswani 2020).

	 On the other hand, NS2 is a discrete event 
simulator that gives network simulations a 
command-line interface. In order to construct 
and configure network components in the vir-
tual environment, users must write code. This 
necessitates a better comprehension of net-
work protocols, coding principles, and some 
degree of programming expertise (Rintyarna 
et al. 2019).

	 Cisco Packet Tracer and NS2 vary primarily in 
that the former offers a graphical interface for 
network simulations while the later necessi-
tates user-written code. Cisco Packet Tracer is 
therefore a more approachable choice for folks 
who are unfamiliar with network simulations 
or who lack a solid experience in programming 
(Alzubaidi et al. 2020).
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Conclusions
In the modern world, network intrusion detection is 
quite important. Every network is vulnerable to differ-
ent kinds of assaults. Using the Wireshark tool, data 
packets were recorded during live communication in 
the system where a simulation network was built uti-
lising Cisco Packet Tracer, as well as in a real network 
built using five node MCUs, a laptop, and a mobile 
device. Datasets caused by intrusions were also gath-
ered from this setup. Along with some standard data-
sets from UNSW, Kaggle, and GitHub, the acquired 
datasets were utilised to train numerous ML models. As 
an optimization method, PSO was used with these ML 
classifiers. PSO+ANN, PSO+KNN, and PSO+DT were 
carefully watched and investigated in a case study. With 
a best accuracy of 99.78 and a lowest FPR of 0.003%, it 
was discovered that PSO+ANN surpasses PSO+KNN, 
PSO+DT, and other current IDS.

Potential datasets when trained to the proposed IDS, 
may employ deep learning approaches for giving better 
efficient results.
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