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Abstract 

Researchers usually detect insider threats by analyzing user behavior. The time information of user behavior 
is an important concern in internal threat detection. Existing works on insider threat detection fail to make full use 
of the time information, which leads to their poor detection performance. In this paper, we propose a novel behav-
ioral feature extraction scheme: we implicitly encode absolute time information in the behavioral feature sequences 
and use a feature sequence construction method taking covariance into account to make our scheme adaptive 
to users. We select Stacked Bidirectional LSTM and Feedforward Neural Network to build a deep learning-based 
insider threat detection model: Behavior Rhythm Insider Threat Detection (BRITD). BRITD is universally applicable 
to various insider threat scenarios, and it has good insider threat detection performance: it achieves an AUC of 0.9730 
and a precision of 0.8072 with the CMU CERT dataset, which exceeds all baselines.
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Graphical Abstract

Introduction
Insider threat refers to the insider’s behaviors that vio-
late the security policy of the organization (Homoliak 
et  al. 2019), and it is currently widely affecting various 
enterprises and organizations. User behaviors can be 
described as sequential decision-making processes (Pan 
et  al. 2020). Users usually have specific decision pref-
erences which can also be called behavioral patterns. 
In insider threat detection, the behavioral patterns of 
insider threats are typically considered to be different 
from benign behavioral patterns. Researchers mine user 
behavior patterns to distinguish threat behaviors from 
benign ones. The time information of user behaviors is an 
important concern of behavior pattern mining for insider 
threat detection. Benign behaviors at an unusual time can 
also signal an insider threat. For example, users may log 
into their accounts late at night to steal data.

Thanks to the deep structure, deep learning is consid-
ered more suitable for analyzing complex user behaviors. 
Deep learning techniques currently utilized for detect-
ing insider threats include deep autoencoder (Liu et  al. 
2018; Tuor et al. 2017; Chattopadhyay et al. 2018), DBN 
(Lin et al. 2017), CNN (Hu et al. 2019; Bu and Cho 2020), 
RNN (Zhang et al. 2018; Yuan et al. 2019; Tuor et al. 2017; 
Nasir et al. 2021; Dr et al. 2022; Villarreal-Vasquez et al. 
2023), Transformer (Yuan et al. 2020), isomorphic graph 
representation learning (Jiang et al. 2019), heterogeneous 
graph representation learning (Liu et al. 2019), etc. To the 

best of our knowledge, however, existing deep learning-
based insider threat detection studies pay little attention 
to the behavior time information (Yuan and Wu 2020) 
that has a strong connection to insider threat behaviors, 
which makes the studies less effective at detecting insider 
threats.

The time information of user behavior can be classified 
into two types: relative time information and absolute 
time information. The relative time information of behav-
iors refers to the sequence relationship of user behaviors 
in the sense of time (for example, “<Logon> occurred 
before <File open>” is a kind of relative time informa-
tion). The absolute time information of behaviors refers 
to the position of the behavior time in the 24 consecutive 
hours of a day (for example, “<Logon> occurred at 8:40” 
is a kind of absolute time information).

A few studies have made crude and mostly unsuccess-
ful attempts to include user behavior time elements in 
insider threat detection. These studies have focused only 
on one type of time information, either absolute time 
information or relative time information. Ye et al. (2020), 
Liu et  al. (2018) and Tuor et  al. (2017) mainly focus on 
the absolute time information of user behavior. Ye et al. 
(2020), as shown in Fig. 1a, gather users’ hourly activities 
and build separate models for each hour (for example, a 
detection model is trained using only the activities from 
8:00 to 9:00, and this model can only be used to detect 
activity data from 8:00 to 9:00). They create 24 models 
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for each user, in other words. The scheme is unable to 
capture the relationship between user behaviors at vari-
ous time periods since there is no information contact 
or communication between multiple models of the same 
user. Similarly, Liu et  al. (2018) and Tuor et  al. (2017) 
gather users’ hourly or 6-hourly activities and combine 
the user activities over the course of a day into feature 
vectors (for example, as shown in Fig. 1b, when they gath-
ered user activities every 6 h, the feature vectors would 

contain data for the user’s activities from 0:00–6:00, 
6:00–12:00, 12:00–18:00, to 18:00–24:00, respectively). 
Finally, an Feedforward Neural Network (FNN) is used 
for threat detection, which means that the model learns 
user behaviors from various time periods without taking 
the temporal order into account. The above approaches 
all fail to capture the relative time information of user 
behavior when learning user behavior patterns. Further-
more, the rules they utilize for gathering user behaviors 

Fig. 1  Insider threat detection schemes that attempt to include user behavior time elements. a Illustrates the schemes that focus only on absolute 
time information (taking Ye et al. work (Ye et al. 2020) as an example); b illustrates another type of schemes that focus only on absolute time 
information (taking Tuor et al.’s work (Tuor et al. 2017) as an example); c illustrates the general pattern of schemes that focus only on relative 
time information; d illustrates our scheme, where G refers to the time granularity, b refers to the starting bias, t is the index of the time period, 
and the < G, b > pair represents the construction scheme of the behavioral feature sequence
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(e.g., gathering hourly or 6-hourly user behaviors on a 
fixed basis) are rigid and unable to adjust easily to diverse 
users.

Sequence models such as LSTM, Transformer, etc., or 
heterogeneous graphs are used to model user behavior by 
Zhang et al. (2018), Liu et al. (2019), Yuan et al. (2020), 
Nasir et  al. (2021), etc, as shown in Fig.  1c. However, 
these methods mainly focus on relative time information 
of user activity and do not establish a direct connection 
with the specific timing of user activities. Due to this 
limitation, sequences occurring at different times or with 
significantly different activity intervals may be treated as 
one and the same.

The relative time information and absolute time infor-
mation of user behaviors are not simultaneously captured 
by any of the aforementioned methods. Meanwhile, the 
periodic user behavior rhythm is not utilized or fully ana-
lyzed by these methods. Additionally, it is important but 
often neglected to carry out adaptive extraction and anal-
ysis of the behavior time distribution of particular users 
given that users have a variety of behavioral patterns.

To address the above issues, our goal is to construct an 
insider threat detection scheme that captures both abso-
lute and relative time information of user behavior, mines 
user behavior rhythm, and is user adaptive.

In this paper, we propose an insider threat detec-
tion scheme called BRITD as can be seen in Fig. 1d. The 
scheme consists of two parts:

•	 Feature Extraction Method. We propose a feature 
extraction method that can encode the time infor-
mation implicitly and reinforce the behavior rhythm 
adaptively. We create a sequence by calculating user 
behavior statistical vectors over predetermined time 
frames and concatenating the statistical vectors of a 
day in chronological order. The position of a vector in 
the sequence represents its corresponding absolute 
time periods (for example, when the behavior sta-
tistical vectors within the time periods of 0:00–6:00, 
6:00–12:00, 12:00–18:00, to 18:00–24:00 are concat-
enated in chronological order to form a sequence, 
we can assert that the behavior contained in the first 
vector of the sequence must occur between 0:00–
6:00, and the same logic applies to the other vectors). 
We choose the sequence construction scheme that 
maximizes the covariance of the behavioral feature 
sequences for each user to obtain better detection 
performance, which means our insider threat detec-
tion scheme is user adaptive.

•	 Insider Threat Detection Model. We propose a deep-
learning based insider threat detection model to take 
full advantage of our feature extraction scheme. Our 
insider threat detection model is an autoencoder. We 

select stacked BiLSTM and FNN to construct the 
encoder of the model, and we use another FNN as 
the decoder of the model. Stacked BiLSTM is used 
to model the absolute time information and rela-
tive time information, and the FNN in the encoder 
improves the model’s ability to capture other behav-
ior features than time-related behavior features.

Our insider threat detection scheme fits the user-day 
behavioral rhythm. an intuitive observation is: Natural 
time takes one day as a cycle; affected by it, user behav-
iors also take one day as a cycle (in this paper, the user 
behaviors on weekends are not considered). The behav-
ior distribution of specific users in each cycle is relatively 
stable (a typical example is that the daily working hours 
and off-duty hours of specific users do not vary signifi-
cantly under normal circumstances). We call this peri-
odic behavior distribution the user-day behavior rhythm. 
Both our feature extraction method and detection model 
follow the cycle and have the ability to fit the user-day 
behavior rhythm adaptively. Therefore, our scheme can 
capture behavioral time information, learn benign behav-
ior patterns, and detect insider threat behaviors more 
effectively.

To summarize, we propose a time-aware and user-
adaptive insider threat detection scheme. Our contribu-
tions in this paper are as follows:

•	 Our scheme includes the methods of absolute time 
information implicit encoding and behavioral rhythm 
fitting. The scheme can fit the natural cycle of user 
behavior, and mine the user-day behavior rhythm in 
depth, which makes up for the problem that existing 
insider threat detection schemes do not analyze the 
time information of user behavior sufficiently.

•	 Our scheme selects the appropriate feature sequence 
construction method for each user by calculating and 
comparing the covariance of the feature sequences 
constructed by different methods, which can extract 
and further reinforce the user-day behavior rhythms 
specific to each user. The positive correlation 
between the covariance of feature sequences and the 
detection performance is experimentally proved.

•	 Our insider threat detection model can learn and 
analyze both time-related and time-independent 
behavior features, which improves the scenario gen-
eralization of our detection scheme.

•	 We use the CMU CERT V6.2 dataset to evaluate the 
effectiveness of the insider threat detection model 
with IF, OCSVM, FNN, BiLSTM, and HMM as base-
lines. The performance of the model overperforms all 
the baselines: the AUC of the model reaches 0.9730, 
which is at least 0.0802 higher than baselines; and 
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the precision reaches 0.8072, which is at least 0.2746 
higher than baselines.

Based on the above scheme, we further improve the accu-
racy and scenario generalization of insider threat detec-
tion. At the same time, we also provide a new idea of user 
behavior time analysis for other similar studies.

Related works
The defense techniques against information system 
threats have developed to date, and researchers have pro-
duced a large number of outstanding research results in 
the fields of vulnerability mining (Zhang et al. 2021; Ispo-
glou et al. 2020), malicious code defense (Lu et al. 2021a, 
b), APT attack detection (Wang et al. 2022; Alsaheel et al. 
2021), and network traffic analysis (Khandait et al. 2021). 
Insider threat is a special and important information sys-
tem threat, and there are many targeted detection meth-
ods against insider threat.

As shown in Fig. 2, insider threat detection techniques 
can be classified into 5 categories: anomaly-based, mis-
use-based, hybrid, classification-based, and unsupervised 
detection (Homoliak et al. 2019). Besides, access control 
and trust management are also important for defend-
ing against insider threats. In the following, we will dis-
cuss the related works in each of the aforementioned 6 
aspects.

Anomaly‑based detection
Anomaly-based detection is a scheme that models only 
benign behaviors and detects threats by capturing the 
differences between test data and benign behavior pat-
terns. Anomaly detection techniques that only use 
benign behavior data as training data are frequently 
used because in real-world scenarios: (1). the number of 
threat behaviors is very small compared to benign behav-
iors; (2). threat data labels are difficult to obtain; and (3). 
threat behaviors are complex and varied.

Anomaly-based detection mainly includes three types 
of methods: one-class classification, behavior prediction, 

and autoencoder reconstruction. For one-class-based 
methods, Song et al. (2013) use the one-class conditional 
random field (OCCRF) to learn the normal behavior pat-
tern of users and use hinge loss to increase the distinc-
tion between normal and abnormal behavior. Rashid 
et  al. (2016) model the user’s normal behavior feature 
sequence using the hidden Markov model (HMM). Lin 
et  al. (2017) use the one-class support vector machine 
(OCSVM) to identify threats.

With the development and widespread application of 
deep learning, researchers began to use deep learning 
models to build anomaly-based detection schemes. Some 
of them use deep learning models to predict the user’s 
next behavior and compare it with the actual behavior. 
Then, they regard behaviors with significant differences 
from the predicted results as abnormal behaviors. For 
example, Villarreal-Vasquez et  al. (2023) use LSTM to 
model system event sequences and predict the probabil-
ity of the next event, with low-probability events being 
considered anomalous events. A similar approach is also 
used by Yuan et al. (2019). Others use deep autoencoder 
to reconstruct user behavior data, and behaviors with 
high reconstruction error are considered anomalous. 
Schemes based on such tack include Liu Liu et al. work 
(Liu et al. 2018), Rida Nasir et al. work (Nasir et al. 2021), 
Jongmin Yu et  al. work (Dr et  al. 2022), etc. In particu-
lar, Nasir et al. (2021) use the LSTM-based autoencoder, 
which considers the historical behavior information 
when reconstructing user behavior data. Dr et al. (2022) 
propose an insider threat detection scheme based 
on Adversarial Recurrent Autoencoder (ARAE) that 
improves detection performance by making the encoding 
results close to a normal distribution.

It should be noted that Tuor et al. (2017) prove through 
experiments that the detection scheme based on autoen-
coder reconstruction has better detection performance 
than the prediction-based detection scheme. We build 
our insider threat detection model based on the deep 
autoencoder’s fundamental structure in light of their 
research.

Insider Threat Defense

Anomaly-based 
Detection

Classification-
based  Detection

Hybrid 
Detection

Unsupervised 
Detection

Access Control and 
Trust Management

One-class 
Classification

Behavior 
Prediction

Autoencoder 
Reconstruction

Isolation Forest 
Based

Clustering 
Based

Access 
Control

Trust 
Management

Fig. 2  Technical classification of insider threat detection, access control and trust management
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Misuse‑based detection and classification‑based detection
Misuse-based detection only models threat behaviors 
and detects threats by measuring the similarity between 
test data and threat behavior patterns. In reality, to our 
knowledge, there are currently few genuine misuse-based 
detection schemes in the field of insider threat detection 
due to the dearth of labeled threat behavior data and the 
diversity of insider threat behavior.

On the other hand, a lot of detection schemes opt to 
employ classification-based methods that model both 
benign and malicious behavior. Classification-based 
detection techniques introduce threat behavior informa-
tion and can establish a direct connection between the 
detection model and insider threat activities, giving it an 
advantage of low false alarm rates compared to anomaly 
detection. However, the classification-based detection 
techniques still struggle with high training data imbal-
ance since there is a dearth of labeled threat behavior 
data. Chattopadhyay et al. (2018) use random forest (RF) 
and multilayer perceptron (MLP) for classification, while 
using random under-sampling to address data imbalance 
issues. Azaria et  al. (2014) construct seven algorithms 
combining support vector machine (SVM), Multinomial 
Naive Bayes (MultinomialNB), semi-supervised learning, 
and partially supervised classification, which can handle 
training data with the high imbalance and lacking labels. 
Duc C. Le et  al. apply three semi-supervised learning 
techniques, namely label propagation (LP), label spread-
ing (LS), and self-training (ST), to insider threat detection 
to address the issue of data imbalance (Le et al. 2021). Al-
Shehari and Alsowail (2021) implement seven commonly 
used machine learning algorithms to detect data leak-
age, with the synthetic minority oversampling technique 
(SMOTE) to address the data imbalance issue. Wu and 
Li (2021) use an ensemble of NN and RF to detect threat 
activities after feature selection.

Well-constructed classification detection schemes 
can achieve good detection performance on the test set. 
However, these schemes are still limited by data hyster-
esis and lack sensitivity to unknown threat behaviors that 
are not included in the training set.

Hybrid detection
Hybrid detection is a combination of anomaly-based 
and misuse-based approaches. Similar to misuse-based 
detection methods, this type of detection method is also 
very rare in the field of insider threat detection. Fortu-
nately, noticing this research gap, Mohammed Nasser Al-
Mhiqani et al. propose a machine learning-based hybrid 
insider threat detection scheme (Al-Mhiqani et al. 2022). 
The scheme first uses the misuse-based model to detect 
known threats and subsequently uses the anomaly-based 
model to detect unknown threats that cannot be captured 

by the misuse model. The scheme solves the problem of 
insensitivity of misuse detection to unknown threats to 
some extent but still suffers from a lack of labels, data 
imbalance, and high false alarm problems.

Unsupervised detection
Unsupervised detection methods do not require data 
labels, and are mainly implemented through isolation 
forest (IF) and clustering. Gavai et  al. (2015) use IF to 
capture anomalies in user behaviors relative to their 
own historical behaviors and relative to their colleagues’ 
behaviors. Similarly, Soh et  al. (2019) choose IF to cap-
ture potential threats from user sentiment profiles. Kan-
dias et al. (2017) use clustering algorithms like K-means 
to classify social media data to evaluate user stress lev-
els. Ning Hu et  al. propose an abnormal traffic detec-
tion method based on multiple kernel clustering (MKC) 
algorithm (Hu et  al. 2021). Fucheng Liu et  al. capture 
malicious nodes in graphs by clustering the embedding 
vectors of nodes(Liu et al. 2019). Unsupervised detection 
methods usually have high requirements for the quality 
of feature extraction.

Access control and trust management
In addition to threat detection, access control and trust 
management for internal personnel are equally impor-
tant for defending against insider threats. The occur-
rence of insider threats is closely related to knowledge, 
access authority, and trust (Probst et  al. 2008). Devel-
oping a rigorous management strategy and implement-
ing it effectively can reduce the abuse of the above three 
factors at the source, which is of great help in defend-
ing against insider threats. Takabi and Jafarian (2017) 
and Rauf et  al. (2021) propose moving target defense 
(MTD) based and biological principle-based access con-
trol schemes, respectively. Nathalie Baracaldo et  al. use 
geo-social feature-based user trustworthiness analysis to 
support authorization decisions (Baracaldo et  al. 2019). 
Weizhi Meng et al. propose a trust management scheme 
based on Bayesian inference (Meng et al. 2017) to defend 
against insider attacks from medical smartphone net-
works (MSNs). They then propose a trust-based threat 
detection scheme for MSNs (Meng et al. 2020). Wu and 
Zhang (2022), Ayed et al. (2023) and Asif et al. (2022) on 
the other hand, propose trust management mechanisms 
based on blockchain for the supply chain, the Internet of 
Vehicles, and the Internet of Things, respectively.

Considering the current status and problems of insider 
threat detection research, in this paper, we propose an 
anomaly-based insider threat detection scheme. Com-
bining with deep learning, the scheme acquires user 
behavior rhythm through in-depth analysis of user 
behavior data with time information, and on this basis, 
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it captures insider threat behaviors. Our insider threat 
detection scheme is suitable for multiple insider threat 
scenarios and can be applied in concert with trust man-
agement and access control mechanisms to jointly secure 
the organization’s systems.

Our approach
The insider threat detection approach that we use is 
shown in Fig.  3. We first perform feature extraction on 
behavioral logs from different sources. Second, we feed 
the extracted feature sequences into our deep-learning-
based autoencoder for reconstruction. The reconstruc-
tion error is the outlier. The bigger the outliers of a data 
instance, the more likely it is to be an insider threat 
instance. In the subsequent sections, we detail the fea-
ture extraction method and the construction of the deep 
learning autoencoder that is used in our insider threat 
detection approach.

User‑adaptive feature extraction
The user-adaptive feature extraction method is divided 
into 2 steps as follows.

•	 We preprocess the data. We keep both the user id 
and time in each user behavioral log entry and sim-
plify the rest to a behavior token. Then we aggregate 
the behavioral logs from different sources belonging 
to the same user according to the user id and arrange 
them chronologically to obtain a composite log.

•	 We construct feature sequences to convert the time 
information of the behavior token into location infor-
mation and fit user behavioral rhythms. If in train-
ing, we find the best feature sequence construction 
scheme for each user and use the best scheme to 
construct feature sequences for them; if in testing, 
we directly use the best scheme to construct feature 
sequences for the users.

As for the data pre-processing, we classify or enumerate 
the attribute values in the original behavioral log, where-
after concatenate them together to obtain a token set. We 
convert log entries to behavior tokens based on the token 
set. As an example, Fig. 4. shows the process of convert-
ing Logon log entries in the CERT dataset to behavior 
tokens.

As for the time information conversion, we first 
divide the consecutive 24  h into T time periods with 
a granularity of G. The range of each time period is 
[0 : 00 + b + Gt, 0 : 00 + b + G(t + 1)) , where t is the 
index of the time period and b is the starting bias. TG 
= 24 h = 1440 m = 86400 s. Figure 4. shows an example 
when G = 6h and b = 0h. Second, we classify the behav-
ior tokens in a single day of a specific user into differ-
ent time periods according to the corresponding time. 
Then, we count the behavior tokens in each time period 
by type respectively and obtain a M-dimension statisti-
cal vector xu,G,b

t = (xu,G,b
t,0 , xu,G,b

t,1 , . . . , xu,G,b
t,i , . . . , xu,G,b

t,M−1
) . 

i is the index of behavioral feature, i = 0, 1, 2, . . . ,M − 1 . 
M is the number of behavior token types ( M = 129 
in this paper). We concatenate the vectors cor-
responding to each time period in chronological 
order to obtain the user behavior feature sequence: 
x
u,G,b = (x

u,G,b
0

, x
u,G,b
1

, . . . , x
u,G,b
t , . . . , x

u,G,b
T−1

) . t is the time 
index and the position index. The numerical time infor-
mation in the original behavior log can be converted to 
position information through the above data processing 
method.

Converting log entries into tokens and counting each 
token separately is a common log data processing method 
in the field of insider threat detection. This method is able 
to extract non-time features of user behavior and focus 
on anomalies in behavior type and behavior frequency 
to help capture them in the subsequent deep-learning 
detection phase. However, the above traditional feature 
extraction methods ignore the time information of user 
behavior. We combine the traditional feature extraction 
methods with our original feature sequence construction 
scheme that considers absolute time information to com-
prehensively extract time features and non-time features 
of user behavior.

It should be noted that if the time granularity G is con-
sistent with the time granularity in the original behav-
ior log (for example, G = 1s ), xu,G,b

t  is converted from 
the statistics value of the behavior token to the one-hot. 
However, considering that when the granularity G is too 
small, data sparseness will occur, we choose to use a large 
G, which can also reduce the noise in the original user 
behavior data. In this paper, G = 1, 2, 3, 4, 6, 8, 12, 24 h 
and b = 0, 1, ..., (G − 1)h.

As for the user adaptation, for each user under each 
behavioral feature sequence construction scheme, 
we calculate the covariance of the feature sequences 
cu,G,b = covariance(xu,G,b) . We use a two-tuple to 
represent a specific behavioral feature sequence con-
struction scheme s =< G, b > . We obtain the best 
feature sequence construction scheme correspond-
ing to a specific user sbest =< Gu

best , b
u
best > , where 

cu,G
u
best ,b

u
best = max({cu,G,b|∀ < G, b >}).Fig. 3  The framework of our insider threat detection approach
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Deep‑learning‑based insider threat detection model
Our goal is to propose an insider threat detection model 
that can find out time-related insider threat behaviors 
better while maintaining high detection performance 
against time-independent insider threat behaviors.

In order to achieve our goal, we select stacked bi-
directional LSTM (BiLSTM) to capture user behavio-
ral rhythm. Stacked BiLSTM has a sequential structure, 
which means that stacked BiLSTM can naturally model 
the sequence relationship of input data, that is, it can 
directly model the relative time information of behaviors. 
Combined with our feature extraction method, stacked 
BiLSTM can model both absolute time information and 
relative time information of behaviors. We also add an 
FNN layer to make our model have better detection per-
formance for time-independent insider threat behavior.

Input data can be reconstructed using the encoder-
decoder structure and insider threat behaviors can be 
effectively detected with the help of reconstruction 
errors (Malhotra et  al. 2016). Therefore, we will build 
the model according to the encoder-decoder structure, 

where the encoder consists of stacked BiLSTM and 
FNN and the decoder is FNN. Taking G = 6h , b = 0h as 
an example, the structure of BRITD is shown in Fig. 5, 
where x1 , x2,x3 , and x4 represent the statistical values of 
user behavior features at 0:00-6:00, 6:00-12:00, 12:00-
18:00 and 18:00-24:00 respectively.

The loss function is the mean square error between 
the model reconstruction result and the original input 
data. As shown in formula (1), xut  represents the input x 
of the time step t and u represents the specific user. x′u

t  
represents the reconstruction value of xut  . T represents 
the number of the time step. The result of this function 
is also the outlier.

For the above model, we use a semi-supervised approach 
for training. The data without insider threat instances are 
used as training data. In the test, a larger outlier indicates 
a more significant anomaly in the input data.

(1)Loss = ou =
1

T

T−1∑

t=0

(x′u
t − x

u
t )

2

Fig. 4  Our feature extraction includes data preprocessing (take Logon log as an example) and time information extraction (take G = 6 h,b=0 h 
as an example)
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Experiments
In this section, we will experimentally answer 4 
research questions. We conduct a comprehensive anal-
ysis of our proposed insider threat detection scheme in 
our experiments. In the following, we detail our experi-
mental settings and experimental results.

Experimental settings
Dataset
The CMU CERT dataset (Glasser and Lindauer 2013) 
is a synthetic insider threat dataset developed by the 
CERT division of Carnegie Mellon University. The 
dataset has now been released in 10 versions, of which 
we choose version 6.2 for our experiments. This dataset 
simulates a series of behavior logs (including login logs, 
HTTP logs, file logs, email logs, device logs, and so on) 
of 4,000 employees over 516 days. Insider threat events 
were injected into the normal behavior logs.

Referring to the classification of behavioral anoma-
lies (Chandola et al. 2009), we classify the insider threat 
behaviors into the following four categories.

•	 Point Threat Behaviors: a single log entry is threat-
ening.

•	 Contextual Threat Behaviors: a single log entry at a 
specific time is threatening, while the entry itself is 
benign.

•	 Coarse-grained Collective Threat Behaviors: the 
collection of multiple benign log entries is threat-
ening; the related log entries refer to the same 
behavior, and the threat manifests in the frequency 
of the behavior.

•	 Fine-grained Collective Threat Behaviors: the col-
lection of multiple benign log entries is threatening; 
the related log entries refer to multiple behaviors.

Among them, contextual threat behaviors and fine-
grained collective threat behaviors are strongly corre-
lated with time information. In particular, contextual 
threat behaviors are related to absolute time informa-
tion. Coarse-grained collective threat behaviors are not 
related to absolute time information and the order of 
behaviors (relative time information). Thus, Coarse-
grained collective threat behaviors are regarded as 
time-independent threat behaviors together with point 
threat behaviors in our experiments. In addition, it 
should be noted that each type of threat behavior will 
affect the time distribution of user behavior.

In this paper, we use the feature sequence construc-
tion method that is able to encode the absolute time 
information implicitly and fit the behavior rhythm to 
extract the time information of user behavior. We use 
the deep learning model with sequence structure to 
learn the behavior time information for the purpose of 
detecting time-related contextual threat behaviors and 
fine-grained collective threat behaviors. We use the 
method of converting behavior log entries into behavior 
tokens and counting the behavior tokens to extract the 
behavior type, and behavior frequency information. We 
use the deep learning model to learn the above infor-
mation for the purpose of detecting time-independent 
point threat behaviors and coarse-grained collective 
threat behaviors (the FNN layer of the deep learning 
model is important for detecting time-independent 
threat behaviors).
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Fig. 5  The structure of our insider threat detection model (take G=6 h,b=0 h as an example)
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The insider threat events of CMU CERT v6.2 cover 5 
threat scenarios. The categories of insider threat behav-
iors contained in each insider threat scenario are shown 
in Table 1. Scenario 1, scenario 3, and scenario 5 contain 
time-related threat behaviors, while scenario 2 and sce-
nario 4 contain only time-independent threat behaviors.

We select a subset of the CMU CERT v6.2 dataset for 
model training and testing. Each user contained in this 
subset generated insider threat behaviors. These insider 
threat behaviors cover all five insider threat scenarios in 
the CMU CERT v6.2 dataset. The statistics of our train-
ing and testing sets are shown in Table 1. We extract each 
user’s behavior logs from the original dataset and arrange 
them in chronological order. Subsequently, we select the 
first 150 days of behavior data in each user’s behavior log 
as the training set and the rest as the test set.

Research questions
We try to answer the following four research questions 
experimentally.

•	 How to prove the rationality and effectiveness of our 
proposed adaptive algorithm for feature extraction?

•	 Whether our proposed insider threat detection 
scheme is more advantageous than the current com-
mon insider threat detection models.

•	 What is the role of each part of our proposed deep 
learning-based insider threat detection model?

•	 Can the accuracy and running speed of our proposed 
insider threat detection scheme adapt to real-world 
application environments?

We design a series of experiments to prove the rational-
ity and effectiveness of our adaptive algorithm for fea-
ture extraction to answer Question 1. Then, we use the 
adaptive algorithm to select the best feature extraction 
scheme for each user to be tested. We set up a series of 
comparison experiments to demonstrate the advan-
tages of our scheme in terms of accuracy and precision 
to answer Question 2. We verify the role of various parts 

of our model through ablation experiments to answer 
Question 3. We provide a comprehensive analysis of the 
accuracy and running speed of our scheme to answer 
Question 4.

Hyperparameters setting and evaluation indicators
The hyperparameters of our model are: units = 64 , 
lr = 0.001 , batchsize = 16 , epoch = 500 ; the layers num-
ber of stacked BiLSTM is 3; Adam optimizer is selected. 
The main model evaluation metrics we choose include 
AUC and P (Precision).

Our P is the max precision when recall = 1 . We use 
the minimum anomaly value of true anomaly instances 
as the threshold σ . Instances with anomaly values greater 
than σ are predicted anomaly instances, and instances 
with anomaly values less than σ are predicted normal 
instances. P is calculated based on the above predic-
tion results. Due to the different amounts of data for 5 
insider threat scenarios, we calculate AUC and P for each 
insider threat scenario respectively. The average of the 
test results of the 5 scenarios is calculated as the overall 
experimental result. The granularity of the evaluation is 
24 h (day). The results of all experiments are the average 
of the results of 10 replicates.

RQ 1: effectiveness proof of adaptive algorithm
In response to Question 1, we propose the following con-
jecture: Using a time granularity consistent with the user-
day behavior rhythm will help the model to learn the 
normal user behavior pattern more efficiently, thereby 
greatly improving the accuracy and precision of insider 
threat detection. We can use the covariance of feature 
sequences to assess the consistency of the time granular-
ity with the user-day behavior rhythm. If the consistency 
between the time granularity and the user-day behavior 
rhythm is high, the user’s active period and the user’s rest 
period will be classified into different nodes in feature 
sequences, and the covariance of the feature sequences 
will be big.

We use the following experiment to prove this conjec-
ture: First, we calculate the covariance of each feature 
sequence. We perform maximum normalization on the 
feature sequences to exclude the effect of the fluctuation 
of the total number of user-day behaviors on the aver-
age covariance. Second, we test our detection scheme 
at different time granularity G and starting bias b. Our 
conjecture is considered valid if the time granularity G 
and starting bias b that maximizes the feature sequence 
covariance is consistent with G and b that makes the 
detection scheme achieve optimal performance. We 
make the time granularity G = 1, 2, 3, 4, 6, 8, 12, 24 h and 
b = 0 h . Such a setting can make the gap between the 

Table 1  Summary of the dataset

Scenario Category Training 
set (days)

Testing 
set 
(days)

Scen. 1 Contextual anomalies 150 25

Scen. 2 Coarse-grained collective anomalies 150 166

Scen. 3 Point anomalies & Fine-grained Col-
lective Anomalies

150 7

Scen. 4 Point anomalies 150 206

Scen. 5 Fine-grained collective anomalies 150 206
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covariance of feature sequences obvious enough to make 
the experimental results more clear.

The covariances of the feature sequences are shown in 
Table 2. In scenario 1, when the time granularity is 6 h, 
the covariance of the feature sequence is the highest; in 
scenarios 2, 3, 4, and 5, when the time granularity is 8 h, 
the covariance of the feature sequence is the highest. The 
AUC and P of our scheme are shown in Fig. 6. In scenario 
1, the AUC and P reach the maximum values when the 
time granularity is 6 h; in scenarios 2, 4, and 5, the AUC 
and P reach the maximum values when the time granu-
larity is 8 h; in scenario 3, the AUC and P reach the maxi-
mum values when the time granularity is 2, 3, 4, 6, and 
8 h.

The results of the above two experiments are consist-
ent, which means that using the feature sequence that is 
suitable for the user-day behavior rhythm can improve 
the accuracy and precision of insider threat detection, 
and we can determine the best time granularity and 
starting bias by calculating the covariance of the feature 
sequences to obtain more suitable feature sequence.

Based on the scheme proposed in this paper, we cal-
culated the covariance of the feature sequence from 

each sequence construction scheme for each user to 
be tested. Based on the calculation results, we selected 
the optimal feature sequence construction scheme 
for each user (each threat scenario has one user): 
s
uScen.1

best
=< 12 h, 7 h >, s

uScen.2

best
=< 12 h, 8 h >, s

uScen.3

best
=<

12 h, 5 h >, s
uScen.4

best
=< 12 h, 8 h >, s

uScen.5

best
=< 12 h, 8 h >   . 

According to the optimal feature sequence construction 
scheme obtained, the optimal evaluation results of the 
scheme proposed in this paper can be obtained, as shown 
in Table 3.

RQ 2: comparison experiments
In response to Question 2, we set up a series of compari-
son experiments to demonstrate the effectiveness and 
superiority of our scheme.

First, We migrate various anomaly-based models 
including Gavai et  al’s work [53], Rashid et  al’s work 
(Rashid et al. 2016), Tuor et al’s work (Tuor et al. 2017), 
etc. on the condition that the models are comparable 
to ours to analyze in detail where the advantages of our 
scheme lie. In addition, we also compare our scheme 

Table 2  The Covariance of the pre-processed feature sequences

*Bold indicates optimal results

Time granularity (h) 1 2 3 4 6 8 12 24

Scen.1(×10−5) 0.86 1.14 1.40 1.32 2.05 1.67 0.51 0

Scen.2(×10−5) 1.09 1.48 1.86 2.11 2.41 2.69 1.19 0

Scen.3(×10−5) 0.77 1.04 1.18 1.50 2.00 2.28 0.44 0

Scen.4(×10−5) 0.81 1.12 1.23 1.65 1.56 1.97 0.95 0

Scen.5(×10−5) 0.93 1.36 1.55 1.75 2.35 2.46 0.67 0

Fig. 6  The results of effectiveness proof of adaptive algorithm experiment for 5 insider threat scenarios
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directly with the works of Tuor et al. (2017), Meng et al. 
(2020), Dr et  al. (2022) and Villarreal-Vasquez et  al. 
(2023) to further demonstrate the superiority of our 
scheme.

Second, Yuan et  al. (2020) propose a threat detection 
scheme based on the combination of Transformer and 
FNN considering time embedding; Wu and Li (2021) 
propose a threat detection scheme based on an ensemble 
of NN and RF. We compare our scheme with the above 
two classification-based schemes to demonstrate that our 
scheme still has advantages in the face of other schemes 
that consider user behavior time and schemes based on 
combined detection models.

Comparison experiment with anomaly‑based schemes
In the comparison experiment with anomaly-based 
schemes, our baselines include Isolated Forest (IF), One-
Class Support Vector Machine (OCSVM), Feedforward 
Neural Network (FNN), Bi-directional LSTM (BiLSTM), 
and Hidden Markov Model (HMM). The baseline HMM-
BRITD uses the same input data as BRITD, only the 
detection model is replaced with HMM. BiLSTM uses 
the traditional setting that the location information of 
nodes in the input sequence is independent of absolute 
time information and only reconstructs the last node of 
the input sequence. All baselines (except HMM-BRITD) 
use 24-hour time granularity. In addition, the 6 h-129× 4 
behavioral statistics is added by referring to the work of 
Tuor et  al. (2017). The 6-h-129× 4 behavioral statistics 
refers to the division of the user behavior features into 
four more types according to the time of behavior occur-
rence (occurring between 0:00-6:00/6:00-12:00/12:00-
18:00/18:00-24:00), so the number of user behavior 
features has changed from 129 to 129 × 4.

The hyperparameter settings for BiLSTM and FNN 
keep consistent with BRITD. The hyperparameters of the 
IF and OCSVM are determined using the GridSearchCV 
tool in the sklearn library. The model structure and 
hyperparameter settings of HMM are referred to in the 
work of Rashid et  al. (2016). That is, for BiLSTM: units 
= 64, lr = 0.001, batchsize = 16, epoch = 500, the layers 
number of BiLSTM is 3; for FNN: units = 64, lr = 0.001, 
batchsize = 16, epoch = 500, the layers number of FNN is 
3; for IF: hyperparameters are determined using the Grid-
SearchCV tool of the sklearn library; for OCSVM: hyper-
parameters are determined using the GridSearchCV tool 
of the sklearn library; for HMM: states_num=15, max_
iters=20, max_restarts=5, ǫconvergence=0.01, ǫrestarts=0.1, �
=0.05.

In the experiment, each model calculates the user-day 
behavioral outliers. We evaluate the model based on the 
outliers.

As can be seen in Table  3, the overall experimental 
results of BRITD outperform all the baselines. In scenar-
ios 1, 2, 3, and 5, our model achieves better experimental 
results than any other baselines, especially in scenario 1 
which contains the context threat behaviors. In scenario 
4, the AUC and P of our model are very close to 1.0000.

The experimental results of HMM-BRITD outperform 
most other baselines, which indicates that our feature 
extraction approach is effective. However, HMM-BRITD 
cannot outperform BRITD overall, which indicates that 
our deep learning detection model has an advantage in 
behavioral pattern fitting.

Meanwhile, the experimental results of FNN are gen-
erally higher than those of BiLSTM, which indicates that 
the traditional setting of BiLSTM does not allow it to 
obtain more information than FNN.

Table 3  Comparison experiment results of BRITD and 9 baselines

*Bold indicates optimal results; star indicates our model

Model Scen. 1 Scen. 2 Scen. 3 Scen. 4 Scen. 5 Overall

AUC​ P AUC​ P AUC​ P AUC​ P AUC​ P AUC​ P

BRITD* 0.9957 0.9333 0.8707 0.2629 1.0000 1.0000 0.9999 0.9900 0.9985 0.8500 0.9730 0.8072
HMM-BRITD 0.9152 0.4267 0.6310 0.1861 1.0000 1.0000 1.0000 1.0000 0.9049 0.0504 0.8902 0.5326

IF-6h-129×4 0.8970 0.5129 0.5224 0.1839 0.9100 0.7333 0.9668 0.3023 0.4439 0.0152 0.7480 0.3495

OCSVM-6h-129×4 0.9394 0.6000 0.6725 0.1758 1.0000 1.0000 0.8009 0.0763 0.4780 0.0093 0.7782 0.3723

FNN-6h-129×4 0.9197 0.4771 0.6240 0.2074 1.0000 1.0000 0.9917 0.7020 0.9288 0.0654 0.8928 0.4904

BiLSTM-6h-129×4 0.7000 0.2050 0.5753 0.1873 1.0000 1.0000 0.9474 0.3227 0.6180 0.0130 0.7681 0.3456

IF-24h 0.8545 0.3976 0.6737 0.2241 0.8800 0.6400 0.9999 0.9900 0.7541 0.0228 0.8325 0.4549

OCSVM-24h 0.8030 0.2308 0.6159 0.1758 0.8000 0.5000 0.9566 0.2813 0.9024 0.0476 0.8156 0.2471

FNN-24h 0.7561 0.2688 0.6384 0.1891 0.8600 0.6667 0.9983 0.9274 0.9298 0.2759 0.8365 0.4656

BiLSTM-24h 0.8942 0.3750 0.6628 0.2194 0.6998 0.4000 0.9958 0.7366 0.7026 0.0193 0.7910 0.3501
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Moreover, in the time-related threat scenarios, 
the experimental results of the −6  h-129X4 models 
are generally higher than the experimental results of 
the −24  h models, but they still can not exceed the 
BRITD. This shows that considering time information 
can improve the sensitivity of the detection scheme 
to time-related threat behaviors, but existing feature 
extraction schemes are not enough for the scheme 
to fully capture the time-related behavioral features. 
The behavior feature extraction and detection model 
in BRITD coordinate with each other in capturing 
time information, and can also self-adjust according 
to the behavior patterns of specific users, which helps 
to obtain the time information of user behavior more 
comprehensively.

Besides, we find that baselines cannot be applied 
to all threat scenarios simultaneously. For exam-
ple, IF-24  h does not apply to scenarios 3 and 5; 
FNN-6  h-129× 4 does not apply to scenario 2; FNN-
24  h does not apply to scenarios 1 and 3. In con-
trast, our model can be applied to all 5 insider threat 
scenarios.

Furthermore, we directly compare our scheme with 
4 classical or novel anomaly-based insider threat 
detection schemes, which include the works of Tuor 
et  al. (2017), Meng et  al. (2020), Dr et  al. (2022), and 
Villarreal-Vasquez et  al. (2023). Table  4 shows the 

experimental results of our scheme and the other 4 
schemes on the same CERT v6.2 dataset. Our scheme 
outperforms all other works, which again proves the 
advantage of our scheme.

Comparison experiment with classification‑based schemes
Table  5 shows the detection performance comparison 
results of Yuan et al. (2020) scheme, Chunhui Wu et al. 
(2021) scheme, and our scheme. The table indicates the 
various numbers of malicious instances that these two 
classification-based schemes use for training. The clas-
sification-based schemes usually require a fully labeled 
training set. In reality, labeled user behavior data, espe-
cially malicious behavior data, is difficult to obtain. 
Without the need for labeled malicious instances, the 
F1 score of our scheme can still exceed the above two 
classification-based schemes. Therefore, our scheme is 
better.

RQ 3: ablation experiments
In the model design stage, we select stacked BiLSTM 
and FNN to construct the encoder. We expect the 
stacked BiLSTM to capture the absolute time infor-
mation and relative time information, and the FNN to 
improve the ability of the encoder in capturing other 
features than time-related features in the sequence. In 
this section, we will verify whether the role of stacked 
BiLSTM and FNN are consistent with our expectations 
through ablation experiments.

The role of stacked BiLSTM
The experimental results are shown in Fig.  7. In this 
experiment, we use two baselines: BRITD-SS and 
BRITD-FNN. In BRITD-SS, we fixed the time step 
number of the BiLSTM layer in BRITD as 1. In BRITD-
FNN, we replace the BiLSTM layer with the FNN layer. 
The results show that BRITD has the best experimental 
results in most of the threat scenarios, which is because 
BRITD-SS and BRITD-FNN cannot extract the time 
information of data like BRITD can. The only exception 
is scenario 4, which is due to slight overfitting: BRITD 
pays more attention to the behavior time information, 
while the threat behaviors in Scenario 4 are completely 
unrelated to the time information and time distribu-
tion of behaviors (the threat behaviors in Scenario 4 are 
all point threat behaviors). A small number of behav-
iors that are benign but inconsistent with the train-
ing data have a large reconstruction error in BRITD, 
which increases the false positive rate and reduces the 
accuracy of detection. BRITD mostly has the highest 
improvement with 6-h or 8-h time granularity, which 

Table 4  Comparison experiment results of BRITD and 4 
anomaly-based works

*Bold indicates optimal results; star indicates our model

Scheme Year AUC​ P F1

BRITD* – 0.9730 0.8072 0.8540
 Tuor et al. (2017) 2017 0.8658 0.3827 0.4805

 Meng et al. (2020) 2020 0.8388 0.4471 0.5406

 Dr et al. (2022) 2022 0.8757 0.3850 0.4850

 Villarreal-Vasquez et al. (2023) 2023 – 0.1608 0.1689

Table 5  Comparison experiment results of BRITD and 2 
classification-based works

*Bold indicates optimal results; star indicates our model

Scheme Numbers of 
Malicious 
Instances

P Recall F1

BRITD* 0 0.8072 1.0000 0.8540
 Yuan et al. (2020) 5 0.0047 0.8140 0.0096

8 0.8824 0.3750 0.5263

10 0.7333 0.5789 0.6471

15 0.9200 0.6970 0.7931

 Wu and Li (2021) 15 0.9091 0.6061 0.7273
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is also consistent with the relevant findings in Effective-
ness Proof of Adaptive Algorithm.

As a whole, the BiLSTM layer has a boosting effect on 
the detection of contextual threat behaviors (scenario 

1) and collective threat behaviors (scenarios 2/3/5). 
And BRITD obtains the best overall detection results, 
which indicates that the Stacked BiLSTM layer can 
learn time-related behavioral features, and our time 

Fig. 7  Experimental results of BRITD, BRITD-FNN and BRITD-SS under 8 time granularitys and 5 insider threat scenarios

Fig. 8  Experimental results of BRITD and BRITD-BiLSTM under 8 time granularitys and 5 insider threat scenarios
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information extraction scheme can improve model 
performance.

The role of FNN
The experimental results are shown in Fig.  8. In this 
experiment, we use one baseline: BRITD-BiLSTM. In 
BRITD-BiLSTM, we remove the FNN layer from the 
encoder in BRITD. According to Fig.  8, in scenario 1, 
The advantage of BRITD over BRITD-BiLSTM is not 
obvious. This is probably because for the detection 
of contextual threat behaviors in scenario 1 Stacked 
BiLSTM plays the main role. In the other scenarios, 
BRITD is significantly better than BRITD-BiLSTM, 
which indicates that FNN can indeed improve the 
detection effect of point threat behaviors, coarse-
grained collective threat behaviors, and even fine-
grained collective threat behaviors.

RQ 4: performance analysis
Accuracy and threshold setting
As shown in Fig. 9, The red dots representing the out-
liers of the insider threat instances basically coincide 
with the darker part of the histogram. This means 
that outliers of insider threat instances calculated by 
our model are generally higher than outliers of benign 
instances. However, the selection of the optimal 

threshold still depends on the proportion of insider 
threat instances on the basis of the existing experimen-
tal data because the number of instances to be tested 
is not large enough. In practical application environ-
ments, the proportion of insider threat behaviors in all 
user behaviors will be smaller, which is acceptable to 
security administrators.

Training and test time
As shown in Table  6, the total test time of all the test 
instances of a single user is less than 3  s. The training 
time of a single model is affected by the time granular-
ity of the detection scheme: The longest training time is 
426.71 s with 1-h time granularity, and the shortest train-
ing time is 65.86s with 24-h time granularity. The detec-
tion scheme with the 12-h time granularity we selected 
needs 78.49 s to train. The above training time and test 
time are within the acceptable range.

In conclusion, the accuracy and running time of our 
proposed insider threat detection scheme are acceptable 
in practical application environments. However, it should 
be noted that the CERT dataset we used in the experi-
ments is a synthetic dataset. The CERT dataset simulates 
a series of operational behaviors of internal personnel in 
a virtual organization system using the relationship graph 
model, asset graph model, behavior model, psychologi-
cal model, and topic model (Glasser and Lindauer 2013), 

Fig. 9  The ordinate of the red dots represents the percentage of the outliers of the insider threat instances obtained by BRITD among the outliers 
of all the instances to be tested; The dark part of the histogram represents the percentage of insider threat instances in all instances to be tested, 
and the light colored part represents the percentage of benign instances to all instances to be tested

Table 6  The training time and test time of BRITD

Time granularity(h) 1 2 3 4 6 8 12 24

Training time(s) 426.71 218.90 166.31 158.81 100.10 93.08 78.49 65.86

Test time(s) 2.30 2.38 2.20 2.19 2.52 2.16 2.20 2.24
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with the aim of achieving a comprehensive simulation of 
insider threat scenarios. As a synthetic dataset, there is 
still a discrepancy between its data distribution and sce-
narios from the real world. Therefore, the experimental 
results obtained under the CERT dataset cannot fully 
reflect the detection performance of our scheme in real-
world scenarios. Unfortunately, due to the covertness of 
insider threat activities and privacy protection issues of 
real-world organizational employees, we have not yet 
found a well-labeled real-world insider threat dataset 
containing comprehensive user behavior data, which 
hinders us from rigorously proving the detection perfor-
mance of our scheme in real-world scenarios. The experi-
mental findings and conclusions that we came to using 
the CERT dataset remain useful for reference, though. 
Meanwhile, collecting real-world datasets and using 
them to demonstrate the availability of insider threat 
models in real environments will be an interesting issue 
for future exploration.

Discussion
Self‑attention
Considering the difficulty of LSTM to capture the long-
distance dependence of feature sequences, we try to 
capture it by adding a self-attention layer to the model. 
The results show that the self-attention layer can be use-
ful when the time granularity is small and the feature 
sequence is long. When the time granularity becomes 
larger and the feature sequence becomes shorter, the 
stacked BiLSTM alone is sufficient to capture the time 
information. The additional self-attention layer may 
instead cause overfitting, increase the false positive rate 
and decrease the accuracy of the detection model.

Trust management and access control
The occurrence of insider threats is closely related to 
knowledge, access authority, and trust (Probst et  al. 
2008). Insider threat activities can be seen to a certain 
extent as the abuse of knowledge, access authority, and 
trust by organizational members. From the perspective 
of an organization, it means that careful management of 
privilege and trust is crucial to ensuring the security of 
organization systems. Our proposed insider threat detec-
tion scheme, as an indicator of threats, can be an effective 
tool for privilege and trust management.

Specifically, our detection scheme calculates the anom-
aly score of user behavior, which can serve as a deci-
sion-making basis for access control. Users with higher 
anomaly scores need to be granted permissions more 
cautiously or have certain key permissions disabled. It 
is worth mentioning that, with reference to the works of 
Meng et al. (2017, 2020), we found that our insider threat 
detection scheme can also support the trust management 

of a distributed intrusion detection system, which can 
help improve the robustness of the intrusion detection 
system. According to the research of Nurse et al. (2014), 
users with insider threat risks may disable security tools 
to provide convenience for their possible threat activi-
ties, which can negatively affect the reliability of intru-
sion detection systems of the organization. The anomaly 
scores of user behaviors calculated by us can be easily 
converted into trust scores (for example, taking the recip-
rocal). The higher the anomaly score of the user behavior, 
the less trustworthy the corresponding intrusion detec-
tion node. The detection results returned by the intrusion 
detection node with low trust scores should be assigned 
lower weights.

Limitation
The detection granularity of our model is not fine 
enough. The accuracy and precision of the model, espe-
cially in Scenario 2, still have space for improvement. 
Moreover, user behavioral rhythms may change over 
time, but our user adaptive scheme fails to take these 
changes into account. Besides, the CERT dataset used 
in our experiments is a synthetic dataset, which makes it 
difficult to demonstrate the effectiveness of our method 

Table 7  The log attribute values included in the behavior 
features

Log Type Attribute Value

commonly used* PC selfPC

otherPC

sharedPC

logon Activity Logon

Logoff

device Activity Connect

Disconnect

email Receive/Send Send with cc

Send with cc and bcc

Receive

correspond with inside the organization

outside the organizationAttach

file Activity copy

delete

write

open

Media to USB

from USB

diskDecoy

http Activity down

up

visit
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in real-world situations. Finding or collecting a real-
world dataset is crucial for research on insider threat 
detection. These problems need to be further studied and 
solved.

Conclusion
Aiming at the problem that the existing researches fail to 
make full use of the user behavior time information, we 
propose a deep learning-based insider threat detection 
scheme. In this scheme, the time information conver-
sion method is adopted to convert numerical time infor-
mation into location information, so that the model can 
obtain user behavior rhythm from user behavior data. 
The proposed scheme is also able to select the best fea-
ture extraction scheme for a specific user based on the 
covariance, which means that it is user adaptive. The 
effectiveness of our insider threat detection scheme is 
validated using the CMU CERT v6.2 dataset. The experi-
mental results show that our scheme has obvious advan-
tages over the baselines.

Appendix
Details of behavior features
Table 7 shows all the log attributes and their values that 
we use in behavioral feature extraction.

Details of baselines
In comparison experiments, we compare our proposed 
insider threat detection scheme with 15 baselines. Among 
them, there are 13 anomaly-based baselines, namely: 
IF-6  h-129× 4, OCSVM-6  h-129× 4, FNN-6  h-129× 4, 
BiLSTM-6  h-129× 4, IF-24  h, OCSVM-24  h, FNN-24  h, 
BiLSTM-24 h, HMM-BRITD as well as the work of Tuor 
et al. (2017), the work of Meng et al. (2020), the work of 
Dr et al. (2022) and the work of Villarreal-Vasquez et al. 
(2023). There are 2 classification-based baselines, which 
are the works of Yuan et al. (2020) and Wu and Li (2021).

9 of the anomaly-based baselines are named in the pat-
tern of “model name-input data type”. A detailed intro-
duction to them is as follows:

•	 IF & OCSVM: IF Gavai et  al. (yyyy) and OCSVM 
Schlkopf et  al. (1999) are commonly used machine 
learning models for outlier detection tasks. We use 
these two as baselines for comparison experiments in 
this paper. The input data of IF-24  h and OCSVM-
24  h is a single behavior feature vector with a data 
granularity of 24  h. The input data of IF-6  h-129× 4 
and OCSVM-6  h-129× 4 is a single feature vector 
with a data granularity of 24  h, and each original 
behavior token is divided into four tokens accord-
ing to the behavior time. The number of modified 

behavioral tokens is 129× 4. IF and OCSVM directly 
outputs outliers after receiving input data. We uti-
lize the GridSearchCV tool in the sklearn library to 
determine the hyperparameters of IF and OCSVM.

•	 FNN: We set the FNN as the baseline referring to 
Tuor et al. work (Tuor et al. 2017). Our FNN model 
is an autoencoder with a fully connected layer as 
the decoder. We take the autoencoder reconstruc-
tion error as the outlier. The input data for FNN-
24  h is the same as for IF-24  h and OCSVM-24  h. 
The input data for FNN-6 h-129× 4 is the same as for 
IF-6 h-129× 4 and OCSVM-6 h-129×4.

•	 BiLSTM: We set BiLSTM as the baseline referring 
to Tuor et al.’s work (Tuor et al. 2017). The BiLSTM 
model is an autoencoder with a fully connected 
layer as the decoder. The BiLSTM model receives a 
sequence of behavior feature vectors as input and 
reconstructs the last node of the sequence. We take 
the autoencoder reconstruction error as the outlier. 
The length of the input sequence of the BiLSTM is 
fixed. The input data for BiLSTM-24 h is a sequence 
of behavior feature vectors with a data granularity 
of 24  h. The input data for BiLSTM-6  h-129× 4 is a 
sequence with a data granularity of 24 h and a num-
ber of behavior tokens of 129×4.

•	 HMM: We construct the HMM-BRITD as the base-
line referring to Rashid et  al. work (Rashid et  al. 
2016). The input data for HMM-BRITD is the same 
as for BRITD. HMM-BRITD directly outputs outliers 
after receiving the input data.

The other 4 anomaly-based baselines are reproductions 
of related works. A detailed introduction to them is as 
follows:

•	 Tuor et  al. (2017): Tuor et  al. extract 408 behavior 
features from user behavior logs and obtain the user-
day feature vectors by counting the behavior fea-
tures. During the behavior feature extraction, Tuor 
et  al. divide each type of behavior into four more 
types according to when the behavior occurred (i.e., 
12am–6am, 6am–12pm, 12pm–6pm, and 6pm–
12am). They use the deep feedforward neural net-
work to reconstruct the user behavior feature vectors 
while fitting the user behavior feature distribution 
with a multivariate Gaussian distribution to obtain a 
decomposable reconstruction error (which is also the 
anomaly score).

•	 Meng et al. (2020): Weizhi Meng et al. use Euclidean 
distance and Euclidean norm to calculate the differ-
ence between two behavior profiles. The greater the 
difference between the test behavior profiles and the 
benign behavior profiles, the higher the abnormality 
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of the test behavior profiles, and the lower the trust-
worthiness of the corresponding user node.

•	 Dr et al. (2022): Jongmin Yu et al. use the RNN-based 
autoencoder to reconstruct behavior sequences 
extracted from security audit logs to detect anomaly 
behaviors. They use adversarial learning to make the 
distribution of hidden layer features closer to a nor-
mal distribution to reduce the uncertainty in the hid-
den layer feature space. The objective function of the 
model consists of both the reconstruction loss and 
adversarial loss.

•	 Villarreal-Vasquez et  al. (2023): Miguel Villarreal-
Vasquez et al. collect activity datasets from enterprise 
EDR systems and extract event sequences from the 
datasets. They then use LSTM to learn the patterns 
of benign event sequences and predict the prob-
ability of each event becoming the next event. The 
most repeated probability is considered the thresh-
old. Events with probabilities above the threshold are 
benign events, while events with probabilities below 
the threshold are anomaly events.

There are 2 classification-based baselines which are 
described below:

•	 Yuan et al. (2020): Shuhan Yuan et al. treat the behav-
ior token sequences as sentences, treat the behavior 
tokens as words, and use the Transformer to encode 
the behavior token sequence. During training, refer-
ring to the training method of BERT, the scheme 
first uses a method similar to the masked language 
model (MLM) to pre-train the Transformer model. 
Subsequently, the scheme performs supervised fine-
tuning of the model: it treats the first vector of the 
encoded result as the representation vector of the 
entire behavior token sequence and then uses a fully 
connected network to perform binary classification 
on this representation vector. The scheme obtains 

behavioral time information by replacing the origi-
nal position encoding of the Transformer with time 
encoding.

•	 Wu and Li (2021): Chunhui Wu et  al. first use the 
Fast Correlation-Based Filter (FCBF) algorithm for 
feature selection on activity features extracted from 
system logs. They then use an ensemble of NN and 
RF to detect threat activities. Meanwhile, they con-
struct a decision component to choose the optimal 
detection algorithm based on the detection accuracy.

The setting of epoch
We set Epoch to 500 in our experiments instead of set-
ting epoch to a value less than 200 as in other common 
studies. It is because we find that small epoch tends to 
lead to underfitting problem in our experiments. The 
relationship between the value of Epoch and the detec-
tion performance of BRITD (measured in terms of AUC) 
is shown in Table 8.

In this experiment, the other hyperparameters are set 
as follows: units = 64, lr = 0.001, batchsize = 16, the 
layers number of BiLSTM is 3, the length of the input 
sequence is 4, and the time granularity is 6 h.

As can be seen in the table, with the increase of epoch, 
the AUC of detection results for the test set also shows 
an increasing trend basically. However, when the epoch 
is greater than 500, the value of AUC begins to level off. 
At the same time, the increase of epoch also leads to the 
increase of the training time of the model. Considering 
both the detection performance and training time of the 
model under different epochs, we decide to set the epoch 
to 500.
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Table 8  The relationship between Epoch and AUC of BRITD

Epoch AUC​

100 0.8749

200 0.9186

300 0.9362

400 0.9373

500 0.9501

600 0.9486

700 0.9517

800 0.9568

900 0.9524

1000 0.9531
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