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Abstract 

The attacker in white-box model has full access to software implementation of a cryptographic algorithm and full 
control over its execution environment. In order to solve the issues of high storage cost and inadequate security 
about most current white-box cryptographic schemes, WAS, an improved white-box cryptographic algorithm 
over AS iteration is proposed. This scheme utilizes the AS iterative structure to construct a lookup table with a five-
layer ASASA structure, and the maximum distance separable matrix is used as a linear layer to achieve complete 
diffusion in a small number of rounds. Attackers can be prevented from recovering the key under black-box model. 
The length of nonlinear layer S and affine layer A in lookup table is 16 bits, which effectively avoids decomposition 
attack against the ASASA structure and makes the algorithm possess anti-key extraction security under the white-
box model, while WAS possesses weak white-box (32 KB, 112)-space hardness to satisfy anti-code lifting security. 
WAS has provable security and better storage cost than existing schemes, with the same anti-key extraction security 
and anti-code lifting security, only 128 KB of memory space is required in WAS, which is only 14% of SPACE-16 algo-
rithm and 33% of Yoroi-16 algorithm.

Keywords White-box cryptography, Block cipher, Substitution permutation network structure, Anti-key extraction, 
Anti-code lifting

Introduction
Modern cryptography is widely used in symmetric 
cryptographic schemes for data encryption and asym-
metric cryptographic schemes for digital signatures and 
key establishment, etc. Most of the above cryptographic 
schemes are analyzed for security under the black-box 
attack model, i.e., assuming that the communication 
endpoint is trusted and the internal state and algorith-
mic laws of the algorithm are unknown to the adversary. 
The attacker in the black-box model can only access the 

input and output of the algorithm and does not know 
the detailed information generated during the execu-
tion of the encryption and decryption algorithm, but the 
black-box model is vulnerable to attacks (Kocher 1109). 
In the gray-box attack model, the attacker can not only 
access information through untrusted channels, but also 
side channel information such as electromagnetic radia-
tion, current flow, and running time during the encryp-
tion and decryption of the algorithm. By analyzing the 
side channel information, he can effectively obtain part of 
the algorithm’s operation laws of the cryptographic algo-
rithm and thus recover the key by various means. The 
analysis under the gray box model is also known as Side 
Channel Analysis (SCA), which can be used to obtain the 
side channel information statistically through electro-
magnetic analysis (Chari et  al. 2523) and other means, 
and then obtain useful key information, etc.

In recent years, Digital Rights Management(DRM), 
smartphones and cloud services have emerged, and 
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more and more cryptographic algorithms are running 
in untrusted endpoint environments. At the same time, 
various attacks have emerged, such as key whitening 
attacks, entropy attacks, and software static analysis. In 
2002, Chow et al. (2002a) introduced the first white-box 
attack model, in which an attacker has full access to the 
software implementation of a cryptographic algorithm 
and full control over its execution environment, and can 
change the implementation details of the cryptographic 
algorithm at will, with full visibility of the algorithm’s 
computational process, posing a huge potential threat to 
data security. How to securely implement cryptographic 
algorithms and secure keys in the program has become 
an urgent problem. Therefore, the study of new white-
box cryptographic algorithms can effectively guarantee 
the security of keys in a white-box environment, ena-
bling the cryptographic algorithm cope with a variety of 
attacks and help data and information security.

An attacker can launch key extraction attack, decom-
position attack and code lifting attack under the white-
box model (Chen et  al. 2021). In key extraction attack, 
the attacker tries to extract the key from the white-box 
implementation (Yao et  al. 2020); in decomposition 
attack, the attacker tries to find a less costly implementa-
tion to maintain the exact same functionality as the origi-
nal version; in code lifting attack, the attacker uses the 
original cryptographic program as a large valid key for 
encrypting/decrypting on different devices. White-box 
ciphers can provide high strength security in the above 
attack environment. In this paper, we design the WAS 
white-box block cipher algorithm using a new lookup 
table theoretical construction, and analyze and compare 
the security with other white-box cipher schemes to 
prove the advantages of this scheme.

Related work
In 2002, Chow et  al. (2002a) introduced a white-box 
attack model and designed a white-box Advanced 
Encryption Standard (AES) algorithm using a set of key-
dependent lookup tables. Chow et  al. also proposed a 
white-box implementation of Data Encryption Standard 
(DES) by interleaving the use of affine transformation and 
de-linearization techniques (Chow et  al. 2002b), whose 
main design idea was to hide the key by constructing a 
lookup table. In 2010, Xiao et  al. (2010) improved the 
white-box AES proposed in the reference (Chow et  al. 
2002a) by using a 16-bit linear encoding for the obfus-
cation operation and abandoning the use of nonlinear 
encoding, which required considerable memory space for 
the implementation of this scheme as a way to achieve a 
higher level of security.

In 2009, Xiao and Lai (2009a) used the first white-box 
implementation of the SM4 algorithm (denoted as the 

Xiao-SM4 white-box scheme) by constructing a lookup 
table, which transforms each round of the round function 
operation into the computation of the affine transform 
as well as the lookup table, and then the output of the 
lookup table is dissociated. Karroumi (2010) proposed 
an alternative white-box implementation of AES in 2010, 
which allows the expected security level of the scheme to 
be increased from  230 to  291 by using an additional set of 
coefficients obtained from the pairwise representation of 
AES. In 2014, Luo et al. (2014) improved on Xiao et al.’s 
white-box AES using nonlinear encoding. In 2016, Bai 
and Wu (2016) proposed a white-box implementation of 
the SM4 algorithm (denoted as Bai-Wu SM4 white-box 
scheme) using the same construction of lookup tables. To 
improve efficiency, the Bai-Wu SM4 white-box scheme 
uses two types of lookup tables: one to perform output 
decoding and encoding of new inputs, and the other to 
compute the round function of the standard SM4 algo-
rithm. In 2020, Si and Jie (2020) proposed a novel white-
box implementation of SM4 by first representing the 
linear transformation of the SM4 algorithm as a matrix, 
then constructing each round function as four lookup 
tables with 8-bit inputs and 64-bit outputs, and extract-
ing meaningful 32-bit data after the lookup table using 
the shift matrix. In 2021, an attack against this scheme 
was proposed in the reference (Lu and Li 2021).

Another design idea for white-box ciphers is to design 
new white-box block cipher algorithms that are secure 
under the white-box model. Usually this design is based 
on key-related components, such as S-boxes. A common 
property of new white-box algorithm designs is incom-
pressibility, also known as weak white-box security or 
spatial hardness.

In 2014, Biryukov et al. (2014) designed a strong white-
box public key cryptographic scheme, a weak white-box 
block cryptographic scheme and a black-box block cryp-
tographic scheme based on the ASASA structure (i.e., 
nonlinear layer S and affine layer A iterative structure). 
In 2015, Bogdanov and Isobe (2015) proposed a dedi-
cated white-box scheme called SPACE for spatially hard 
ciphers. The SPACE reduces the security against key 
extraction and decomposition attacks under the white-
box attack model to the key recovery problem for block 
ciphers under the black-box attack model; the design idea 
used is to construct lookup tables from AES by restrict-
ing plaintexts and truncating ciphertexts, which makes 
the attacker cannot recover the key used to generate the 
lookup table based on the security of AES alone. The con-
cept of (M, Z)-space hardness security was also proposed 
for evaluating the strength of white-box ciphers against 
code lifting attacks, which is a generalization of the weak 
white-box security concept in the reference (Biryukov 
et al. 2014). In 2016, Bogdanov et al. (2016) proposed a 
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new efficient white-box block cipher SPNbox, which 
is designed using a Substitution Permutation Network 
(SPN) structure as key-dependent S-boxes. The SPNbox 
can provide all important white-box security properties 
of quantifiable spatial hardness. In 2017, Lin et al. (2017) 
designed a white-box cryptographic scheme based on 
the ASASASA structure. In 2021, Koike and Isobe (2021) 
designed the white-box block cipher Yoroi to improve the 
security of code lifting attacks against continuous data 
leakage by updating incompressible tables. Moreover, 
Yoroi only needs to update the lookup table periodically 
and does not require updating the key.

For attacks on white-box ciphers, in 2004, Billet et  al. 
(2004) proposed an attack against the white-box AES 
scheme in the reference (Chow et al. 2002a), denoted as 
the BGE attack; the key was successfully recovered by 
means of combining lookup tables and offsetting nonlin-
ear encoding. In recent years, attacks against the Xiao-
SM4 white-box scheme have continued to emerge. In 
2013, Lin and Lai (Lin and Lai 2013) proposed an attack 
that could recover the key with a time complexity of  247. 
In 2018, Pan et  al. (2018) pointed out some complex-
ity bias in the analysis of Lin et al. In 2021, Zhang et al. 
(2021) proposed an attack against the Xiao-SM4 white-
box scheme, and they proposed Intermediate-Values 
Mean Difference Analysis (IVMDA) based on Differential 
Computation Analysis (DCA), and successfully recovered 
the round key of the Xiao-SM4 white-box scheme. Mean-
while, Zhang et  al. proposed an improved scheme that 
can resist IVMDA by protecting the output of the lookup 
table with nonlinear encoding. The above scholars have 
proposed different design schemes and analysis methods 
in terms of security analysis and performance enhance-
ment of white-box ciphers, but most of them are based 
on the modification of existing cryptographic algorithms, 
which are still deficient in terms of security and space 
performance.

The main contributions of this paper are as follows.

(1) An improved white-box cryptographic algorithm 
over AS iteration is proposed. Using the AS iterative 
structure, a lookup table with a five-layer ASASA 
structure is constructed, and the linear layer uses 
the Maximum Distance Separable (MDS) matrix. 
In the black-box model, the WAS can effectively 
prevent the attacker from recovering the key. The 
length of both the nonlinear layer S and the affine 
layer A in the lookup table is 16 bits, which effec-
tively avoids the decomposition attack against the 
ASASA structure and makes the algorithm secure 
against key extraction under the white-box model.

(2) The security of the WAS algorithm is proved. The 
algorithm possesses weak white-box (32 KB, 112)-

space hardness and satisfies the anti-code lifting 
security. Compared with other white-box crypto-
graphic schemes, this scheme occupies less mem-
ory space and satisfies the design goals of security 
and efficiency. The lookup table of ASASA struc-
ture is treated as an S-box for testing and validation. 
After theoretical analysis and experimental testing, 
the data generated using the pseudo-random num-
ber generator has a nonlinearity of about 95.00 and 
a differential uniformity of 0.039.

Preliminary knowledge
The SPN structure was originally proposed by Shannon 
and the structure belonged to the same iterative algo-
rithm as the Feistel structure. The cryptographic algo-
rithm of the SPN structure uses two key steps of diffusion 
and obfuscation for multiplicative iteration, which is con-
structed as follows (Kong 2021).

(1) Specify the plaintext grouping and key length, and 
add the generated subkeys to each iteration of the 
algorithm’s encryption and decryption operations.

(2) The plaintext and the key after the operation are 
subjected to a dissimilarity operation, and then 
the substitution and replacement operations are 
performed respectively. The components of Sub-
stitution and Permutation are called S-boxes and 
P-boxes, respectively. The substitution is a nonlin-
ear operation, while the permutation eliminates the 
statistical properties of the input plaintext and thus 
better protects the key information.

(3) The ciphertext is obtained by repeated iterations 
with different iteration rounds designed.

AES is an SPN type block cipher algorithm with a 
group length of 128 bits and supports three different key 
sizes, i.e., 128/192/256 bits, denoted as AES-128, AES-
192 or AES-256, respectively. In general, AES consists 
of R rounds with R + 1 128-bit round keys, which are 
obtained from the AES key using the AES key scheduling 
algorithm; R depends on the key size, i.e., R = 10, 12 or 14 
in the case of AES-128, AES-192 or AES-256. The initial 
and final states are the plaintext and ciphertext of AES, 
respectively, and an AES state is represented by a 4 × 4 
byte array statei,j 0 ≤ i, j ≤ 3  , called the state array.

Each AES round contains the following four opera-
tions, in particular, a key addition operation is performed 
before the start of the first round, and the last round has 
no column mixing operation.

(1) SubBytes: The AES S-box is applied to each byte 
of the state. AES uses a fixed S-box, denoted by S, 
which is a nonlinear bijective mapping from eight 
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bits to eight bits. The S-box of AES has a high alge-
braic count.

(2) ShiftRows: In the case of 0 ≤ i ≤ 3 , shift each row i 
of the state array i bytes to the left. The row indexed 
by i = 0 remains unchanged.

(3) Mixcolumns: It is a linear operation in F16
256 , specific 

definition:

(4) AddRoundKey: It is a XOR orientation of the 128-
bit round key and the state array.

Bringer et al. (2006) used a white-box implementation 
of the AES algorithm by inserting scrambled terms. The 
means used is to add scrambling to the original scheme, 
which makes the algebraic structure more complex and 
thus much more difficult for an attacker to carry out the 
attack.

Design of WAS
WAS algorithm lookup table construction
The lookup table in this scheme is denoted as S, which 
consists of a five-layer ASASA structure, and the specific 
process of lookup table generation is as follows.

(1) Generate a sufficient number of pseudo-ran-
dom bits using a key. Specifically, the sequence of 
pseudo-random bits is generated in counter mode 
using the block cipher E, encrypted with the master 
key. CTR_DRBG is chosen as the PRNG (Pseudo 
Random Number Generator) and AES-CTR as the 
underlying architecture of CTR_DRBG. For exam-
ple, in the case of E = AES-128, the key of AES-
CTR is set as the 128-bit secret master key of this 
scheme, and the 128-bit plaintexts 0, 1, … (as many 
as possible) are encrypted by encrypting the 128-
bit plaintexts 0, 1, … (as many as possible) to finally 
generate the desired sequence of pseudo-random 
bits.

(2) Arrange the pseudo-random bits generated in (1) 
into a 16 × 16 matrix and check whether the matrix 
is invertible. If it is invertible, it is left as an inverti-
ble affine transform of the A-layer together with any 
16-bit constant, which is denoted as Qj (j = 1, 2, 3), 
if it is not invertible, it is discarded.

(1)
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(3) The pseudo-random bits generated in (1) are used 
to generate a 16-bit random permutation using the 
random permutation generation algorithm (Bacher 
et al. 2017), denoted as sj (j = 1, 2), as the S-layer in 
the lookup table.  In the Additional file  1, we give 
an example of the  random number lookup table 
formed using the above method.

The generated Qj and sj are arranged together to be 
used as the secret key-related S-box in WAS as follows:

Specific design of WAS algorithm
The WAS uses the SPN structure with MDS matrix as 
the underlying structure and uses the MDS matrix in 
the linear layer. The group length of WAS is 128 bits 
and there are ten rounds of iterations. The state of 
WAS is defined as a vector consisting of eight elements 
with 16 bits each: X = {X0,…X7}. The plaintext X0 is 
transformed to the ciphertext X10 by a round function 
operation:

where i is the number of iteration rounds and © 
denotes the composite of the function. The structure 
of the round function is shown in Fig.  1. The encryp-
tion algorithm of WAS is shown in Algorithm 1 and the 
decryption algorithm is shown in Algorithm 2.

(2)S = Q3 ◦ s2 ◦ Q2 ◦ s1 ◦ Q1.

(3)X10 =
(

�10
i=1

(

σ i ◦ θ ◦ γ
))(

X0
)

Fig. 1 Structure of WAS round function
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Each round of WAS contains three layers, which are 
nonlinear layer γ, linear layer θ, and affine layer σi.

(1) Nonlinear layer γ: It is a nonlinear layer constructed 
from eight secret key-related S-boxes. Since the 
S-box can be isolated separately by a white-box 
attacker, it must be an independent primitive that 
can ensure the n-bit security of the key even if the 
attacker obtains the complete ciphertext of the 
S-box. Here, the AS iteration structure is used to 

generate a lookup table S with a five-layer ASASA 
structure as the key-related S-box in the nonlinear 
layer. The nonlinear substitution layer γ is defined 
as follows.

(2) Linear layer θ: It is a linear layer that plays a diffu-
sion role. The linear layer θ applies an 8 × 8 MDS 
matrix with the matrix used in the block cipher 
(Barreto and Rijmen 2000), defined as follows:

Linear layer θ is defined as follows.

(3) Affine layer σ i : It is an affine layer, it XOR with Ci 
which is the constant associated with the round 
function in round i, defined as follows

where Ci
j = 8(i − 1)+ j + 1, 0 ≤ j ≤ 7.

Security analysis of WAS algorithm
Security analysis under the black‑box model
In the black-box attack model, the attacker’s goal is to 
recover the key. In this case, the attacker attacks by 
brute-force cracking and its primary goal is to guess the 
secret component, which in this scenario refers to the 
lookup table S. The time complexity of the attack here 
is about 2216·16 ; if the attacker guesses the master key, 
the time complexity required here is higher than  2128. 
Next, the security analysis of WAS under the black-box 
model is discussed.

The ability of a cryptographic algorithm to resist dif-
ferential cryptanalysis under a black box model can 
be assessed by calculating the number of differentially 
active round functions in the cryptographic algorithm, 
and the maximum differential probability of the round 
functions. A round function is said to be differentially 
active if the input differential of the round function is 
not zero.

(1) Differential cryptanalysis (Biham and Shamir 2012): 
for differential cryptanalysis, given an input differ-
ential a and an output differential b, a ∈ F

n
2, b ∈ F

n
2 . 

Then for a function f: Fn
2 → F

n
2 , its input is n bits and 

output is n bits.

(4)γ :
(

F
16
2

)8
→

(

F
16
2

)8

(X0, . . . ,X7) �→ (S(X0), . . . , S(X7))

M16 = had(1x, 3x, 4x, 5x, 6x, 8x, bx, 7x).

(5)θ :
(

F
16
2

)8
→

(

F
16
2

)8

(X0, . . . ,X7) �→ (X0, . . . ,X7) ·M16

(6)σ i :
(

F
16
2

)8
→

(

F
16
2

)8

(X0, . . . ,X7) �→
(

X0 ⊕ Ci
0, . . . ,X7 ⊕ Ci

7

)
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The number of differential branches of the linear 
layer in WAS is nine. Here, assume that the maximum 
differential probability of the secret S-box in WAS is 
16
216

× 2 = 16
215

= 2−11 , then the maximum differential 
probability of the WAS round function is  2−99. The 16 
here refers to the fact that each branch of the WAS algo-
rithm processes 16 bits of data,  215 refers to the fact that 
during the construction of the S-box, pseudo-random 
bits are generated using the random permutation gen-
eration algorithm to generate 16 bits of random permuta-
tions, and there are two S-layers in the ASASA structure, 
and according to the above Eq. (7), the maximum differ-
ential probability of the WAS round function is  2−99.

On the other hand, since the components in the secret 
S-box are randomly generated and kept secret, it is dif-
ficult for an attacker to obtain the actual differential fea-
tures. The WAS has at least 18 active S-boxes after four 
rounds, and if an attacker wants to extend the number 
of rounds of the differential distinguisher, the increase 
in the number of rounds corresponds to the rise in the 
amount of guessing keys required, and the amount of 
keys to be guessed for each extended round is 2216·16 . 
From the above analysis, it is clear that ten rounds of 
WAS can resist differential cryptanalysis.

(2) Linear cryptanalysis (Matsui 1993): for linear crypta-
nalysis, given an input mask α and an output mask 
β, α ∈ F

n
2,β ∈ F

n
2 . Then for a function f: Fn

2 → F
n
2 , 

whose input is n bits and output is n bits.

The number of linear branches of the linear  
layer in WAS is nine. Here, assume that the maximum 
linear probability of the secret S-box in WAS is 
(

216−1+216−1× 2
5×16

216−1 − 1

)2

≈ 210.62 . Then the maximum 

linear probability of the WAS round function is 2−95.58 . 
The 16 here refers to the fact that each branch of the 
WAS algorithm processes 16 bits of data, The S-box con-
sists of a five-layer structure, two of which are S-layers, 
with each branch handling 16 bits of data. According to 
the constructure of WAS’s S-box and Eq.  (8), the WAS 
round function linear probability at this point should be 
2−95.58 approximately.

On the other hand, since the components in the secret 
S-box are randomly generated and kept secret, it is 

(7)Pr[a, b] =
#{x|f (x)⊕ f (x ⊕ a) = b}

2n

(8)

Pr[α,β] =

(

#{x|α · x ⊕ β · f (x) = 0}

2n−1
− 1

)2

difficult for an attacker to obtain the actual linear approx-
imation of the round function. The WAS has at least 
18 active S-boxes after four rounds, and if the attacker 
wants to extend the number of rounds of the linear dis-
tinguisher, accordingly, the increase in the number of 
rounds corresponds to the rise in the amount of required 
guessing keys, and the amount of keys to be guessed for 
each extended round is 2216·16 . From the above analy-
sis, it is clear that ten rounds of WAS can resist linear 
cryptanalysis.

The lookup table S designed after our white-
box construction is not an S-box in the traditional 
sense, so its value is not fixed. Nevertheless, we can 
still use the metrics for evaluating S-boxes to meas-
ure the performance of these substitution matrices, 
as they all play a certain role in obfuscating and dif-
fusing the data. An S-box is essentially a mapping 
S(x) =

(

f1(x), f2(x), . . . , fm(x)
)

, Fn
2 → Fm

2  . The S-boxes 
are able to reflect the overall performance of the block 
cipher through the following metrics (Feng and Wu 
2000).

• Nonlinearity
 S(x) =

(

f1(x), f2(x), . . . , fm(x)
)

, Fn
2 → Fm

2  is a multi-
output function, then there is:

 Ns is the degree of nonlinearity of s(x). where Ln 
denotes the set of all n-element linear and affine 
functions. To construct an effective linear approxi-
mation of a round function in linear cryptanalysis, 
it is necessary to construct a linear approximation 
of the S-box. For linear cryptanalysis, the greater the 
nonlinearity of the S-box, the better.

• Differential uniformity
 S(x) =

(

f1(x), f2(x), . . . , fm(x)
)

, Fn
2 → Fm

2  is a multi-
output function, then there is:

 δ is the differential uniformity of the S-box. The 
resistance of a block cipher against differential analy-
sis can be measured using differential uniformity. For 
differential cryptanalysis, the smaller the differential 
uniformity, the better.

The lookup table of ASASA structure is treated as an 
S-box for testing and validation. After theoretical analy-
sis and experimental testing, the data generated using the 
pseudo-random number generator has a nonlinearity of 

Ns = min
l∈Ln

0 �=u∈Fm
2

dH (u · s(x), l(x))

δ =
1

2n
max
α∈Fn

2

α �=0

max
β∈Fm

2

∣

∣

{

x ∈ Fn
2 : S(x ⊕ α)− S(x) = β

}∣

∣
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about 95.00 and a differential uniformity of 0.039. According 
to the test results, it is seen that because of the random gen-
eration method, our S-box performance is not as good as the 
classical AES algorithm in terms of nonlinearity and differen-
tial uniformity. But our biggest advantage lies in the pseudo-
random number generation and white-boxed lookup table 
construction. This makes it difficult for the attacker to get the 
correct key information from the fixed S-box or the actual 
operation of the algorithm, thus guaranteeing the security in 
the white-box environment.

(3) Structural cryptanalysis (Biryukov and Shamir 2010): 
structural cryptanalysis usually exploits the propa-
gation properties of a collection of plaintexts with a 
special structure in the structure of a cryptographic 
algorithm to initiate an attack. This analysis method 
generally focuses on the structure of the crypto-
graphic algorithm, independent of the specific algo-
rithmic details, and is particularly suitable for cryp-
tographic algorithms with secret components. A 
2.5-round generalized integral distinguisher for SPN-
type structures that can recover the secret S-box 
requires a data complexity of  232 selected plaintexts 
and a time complexity of  248. However, no feasible 
structural cryptanalysis has been found to break a 
10-round WAS, so the current 10-round WAS can 
resist structural cryptanalysis.

Security analysis of anti‑key extraction attack 
under white‑box model
First, a description of the key extraction attack under the 
white-box model is given.

(1) Decomposition attack on AS iteration structure. 
The key extraction attack on a white-box block 
cipher algorithm with AS iterative structure under 
the white-box model can be reduced to a decom-
position attack on the AS iterative structure under 
the black-box model. Biryukov et al. (Biryukov and 
Khovratovich 2015) proposed a decomposition 
attack on the ASASA scheme. It is shown that the 
decomposition attack on a white-box block cipher 
algorithm with AS iterative structure holds when 
the size m of the S-box and the block length n sat-
isfy the conditions m2 ≤ n, e.g., 8-bit S-box and 128-
bit block length.

(2) Key recovery attack on the underlying block cipher. 
The key extraction attack under the white-box 
model for white-box block ciphers that use the 
entire codebook of a small block cipher as a lookup 
table can be reduced to the key recovery attack 
on the underlying block cipher under the black-

box model. The underlying block cipher should be 
secure against key recovery attacks, i.e., there is no 
more effective attack than a generic attack such as 
a brute force attack. For example, the underlying 
block cipher in SPACE is AES-128, and despite the 
extensive cryptanalysis work (Bogdanov et al. 2011; 
Derbez et al. 2013), no effective key recovery attack 
has been performed so far. More precisely, the key 
extraction advantage  AdvKE-WB of SPACE in the 
white-box model, is limited by the key recovery 
advantage  AdvKR-BB of the underlying block cipher 
in the black-box model:  AdvKE-WB ≤  AdvKR-BB.

(3) Key recovery attacks on random permutations. The 
key extraction attack under the white-box model of 
the white-box block cipher algorithm that uses ran-
dom permutations as lookup tables can be reduced 
to the key recovery attack on random permuta-
tions. In this case, a PRNG with some security and 
a random permutation generation algorithm are 
used to generate random permutations with each 
other, e.g., AES-CTR. Although an attacker who 
knows the complete ciphertext can find the pseudo-
random bit string used in the generation by revers-
ing the random permutation generation algorithm, 
he can only get some plaintext ciphertext pairs of 
AES-CTR, which cannot be used to recover the key. 
The security of AES-CTR makes it difficult for an 
attacker to recover the master key.

In the following, we analyze the security of anti-key 
extraction under the white-box model.

In the white-box model, an attacker can observe not 
only the inputs and outputs of the cryptographic algo-
rithm, but also has full access to all entries of the lookup 
table, i.e., all input–output pairs in the table. For key 
extraction security, an attacker cannot extract the keys 
embedded in the white-box scheme. Key extraction 
attack is the most typical attack strategy against white-
box schemes today.

Biryukov and Khovratovich (2015) proposed a decom-
position attack on the ASASA scheme. The authors show 
that the decomposition attack on the ASASA scheme 
holds when the small S-box, here the size m of the S-box 
in the nonlinear layer of the ASASA structure and the 
length n of the block cipher satisfy the conditions m2 ≤ n, 
for example, an 8-bit S-box and a 128-bit block length. 
As mentioned above, the input and output of the lookup 
table in WAS with a five-layer ASASA structure are 16 
bits, and the S-layer of the lookup table is composed of 
16-bit random permutations, and the A-layer is a 16-bit 
reversible affine transformation, i.e., both m and n are 
16 bits, which does not satisfy the condition m2 ≤ n, so 
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the lookup table in this scheme is secure against such a 
decomposition attack.

From the above analysis, it is clear that the ASASA 
structure of the lookup table in this scheme can resist 
the key extraction attack. Therefore, the attacker cannot 
recover the A and S layers of the lookup table, and cannot 
successfully extract the master key  KAES of AES-CTR.

Security analysis of anti‑code lifting attack 
under white‑box model
In a mobile payment application scenario, an attacker located 
in the user’s phone, for example, malware may try to lift the 
decryption key and use it to recover the transaction cre-
dentials; or it may copy the entire application to run on the 
phone to communicate with the payment terminal. There-
fore, white-box ciphers should also have security against 
code lifting attack. In this paper, the definition of weak white-
box space hardness (Bogdanov et al. 2016) is used to meas-
ure the strength of WAS against code lifting attacks.

The group length of WAS is 128 bits, and there are 
eight secret S-boxes in the nonlinear layer, each with 16 
bits of input and output, for a total of ten iterations. In 
order to increase the probability of correctly decrypting 
a random ciphertext, an attacker can use a space of size 
less than M to store the explicit ciphertext pairs. Assum-
ing that the cryptographer is able to store a total of 1/4 
of the amount of code, the amount of code saved by the 
attacker is given as Ma = 16× 214bit.

The set of plaintext pairs that the attacker has saved 
is denoted Xs, the ciphertext is denoted x0, the plaintext 
is denoted xi, and the attacker’s guess of the plaintext is 
denoted x̂i . If the attacker has saved the plaintext corre-
sponding to this random ciphertext, then he can decrypt 
this ciphertext with probability 1. If the attacker has not 
saved the plaintext corresponding to this ciphertext, then 
the attacker needs to guess the plaintext corresponding 
to this random ciphertext.

For one round of WAS, the probability of a successful 
guess by the attacker is denoted as p1 , as follows.

Therefore, the WAS has weak white-box (32 KB, 112)-
space hardness, which means that even if an attacker suc-
ceeds in stealing a quarter of the entire lookup table, he 
cannot correctly decrypt a randomly selected ciphertext 
with a probability greater than  2−112. The WAS and other 
schemes do not have the same anti-code lifting security, 

(9)

p1 = Pr[x̂1 = x1|x0 ∈ Xs] · Pr[x0 ∈ Xs] + Pr[x̂1 = x1|x0 �∈ Xs] · Pr[x0 �∈ Xs]

= 1×
(16× 214)/128

2128
+

(

1

2128 − (16× 214)/128

)

·

(

1−
(16× 214)/128

2128

)

≈ 2−112

but the WAS has good performance for code lifting 
attacks.

Side channel attack analysis
Bos et  al. (2016) proposed a new class of side channel 
analysis means called Differential Computation Analy-
sis (DCA). The DCA can be considered as a software 
version of the equivalent of Differential Power Analysis 
(DPA) applied to hardware. This analysis exploits mem-
ory access patterns during the execution of white-box 
AES software, which allows attackers to execute bina-
ries and simultaneously use dynamic binary tool frame-
works such as PIN and Valgrind; by acquiring software 
traces, they can record read and write access traces to 
memory. Software traces are used to record the memory 
addresses accessed by the program during the encryp-
tion process. These traces also include other informa-
tion that can be monitored using binary instrumentation, 
such as stack reads or register values. Software traces are 
used to determine which encryption algorithm is imple-
mented, to determine the approximate location of the 
encryption algorithm in the software implementation, 
and to perform statistical analysis to extract the secret 
key. Side channel analysis takes advantage of the fact that 
each lookup table depends on only a small portion of the 
key, such as eight or 16 bits of the key. The DCA can effi-
ciently extract a small portion of the key with the help of 
side channel leakage. However, the lookup table in this 
scheme contains the full 128 bits of key information. 
Therefore, even if an attacker can completely monitor the 
memory access pattern of the target key-related lookup 
table, the amount of information that the attacker has to 
guess is  2128. Therefore, the WAS is resistant to DCA.

White‑box diversity and white‑box ambiguity analysis
White-box diversity (Chow et  al. 2002a): refers to the 
total number of possible lookup tables constructed in 
a white-box scheme. Therefore, the greater the white-
box diversity, the more difficult it is for a cryptanalyst 

to break the scrambled code, and the more secure the 
white-box scheme is (Xiao and Lai 2009b).

White-box ambiguity (Chow et al. 2002a): refers to the 
number of possible constructions for a given white-box 
cipher or lookup table. The larger the white-box ambigu-
ity, the more difficult it is for the analyst to compute the 
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key disambiguation code and the initial key, and the more 
secure the scheme is.

The number of integrable matrices of order 16 on Fn
2 is 

approximately  2254, thus

Decomposition attacks against the ASASA structure
In 2018, Minaud et  al. (2018) proposed a new algebraic 
key-recovery attack, and was able to break the  secret-
key scheme as well as the remaining public-key scheme, 
in time complexity  263 and  239, respectively. This attack 
method targets the ASASA structure proposed by Biry-
ukov et  al. in ASIACRYPT 2014 (Biryukov et  al. 2014). 
After testing and theoretical analysis, the attack achieved 
good results. Contrary to the attack of Gilbert et  al. 
(2015), this attack is no hope of patching the scheme by 
increasing the number of perturbation polynomials. In 
addition, Dinur et  al. (2015) proposed decomposition 
attacks and declared that these attacks are able to break 
all the proposed concrete ASASA constructions with 
practical complexity.

Based on the above scholars’ proposed decomposition 
attack against the ASASA structure, the resistance of our 
WAS algorithm to this type of attack is analyzed.

The attack method proposed by Minaud et  al. (2018) 
focus on removing the first linear layer, through creating 
a ranking function F to recognize whether an input dif-
ference δ activates one or two S-boxes in the first S-box 
layer. During the attack, the δ’s are randomly selected. 
Then 16 linearly independent δ’s are found and verified 
by a ranking function, and whether a single S-box is acti-
vated. Each δ has probability  2−8 of activating a single 
S-box.

Our WAS algorithm uses eight independent S-boxes 
that are constructed by white-box through multiple lay-
ers of iterations, S = Q3 ◦ s2 ◦ Q2 ◦ s1 ◦ Q1 . Pseudo-ran-
dom bit sequences Qj and random permutations sj 
enhance the obfuscation of the data. According to the 
decomposition attack, the probability of eight S-boxes in 
a round being activated is 

(

2−8
)8

= 2−64 . The probability 
that the key information in all ten rounds are cracked is 
(

(

2−8
)8
)10

= 2−640 . This value clearly exceeds the pre-

determined computational complexity of the attacker’s 
attack.

In addition, the decomposition attack assumes that the 
attacker has access to the full codebook. Even in an actual 
white-box attack environment, this is quite difficult. 

White - box diversity :
(

216×216
)2

×
(

216 × 2254
)3

White - box ambiguity :
(

216×216
)2

×
(

216 × 2254
)3

.

Based on actual attack tests using the MDS matrix, both 
ranking functions distinguish δ’s that activate one or two 
S-boxes much less efficiently. The WAS algorithm is con-
structed using the MDS matrix, which increases the dif-
ficulty of activation during the attack to a certain extent.

The resistance of WAS also exceeds the required com-
putational complexity in Gilbert’s attack (Gilbert et  al. 
2015) method. Also the introduction of the MDS matrix 
and pseudo-random bit sequences increases the time 
complexity for the attacker to execute an effective attack. 
The scheme by Gilbert et  al. concentrates on the crack-
ing and analysis of public key ciphers. This method is not 
fully applicable for WAS that uses random permutations 
and pseudo-random series for iteration to construct a 
white-box scheme.

Therefore, combining the above three approaches 
against the ASASA structure, the WAS scheme has good 
resistance to decomposition attacks and can be applied in 
a white-box environment.

Comparison
The memory space required for WAS is 16 ×  216 128 KB, 
the space comparison with other white-box schemes is 
shown in Table  1, the security comparison of different 
white-box schemes is shown in Table 2.

In the reference (Biryukov et al. 2014), the authors used 
the ASASA structure to construct a white-box crypto-
graphic scheme that occupies 8  MB of memory space, 
but it is currently compromised and cannot resist key 
extraction attacks as well as code lifting attacks under the 
white-box model. The SPACE-16 scheme in the reference 
(Bogdanov and Isobe 2015) occupies 918 KB of memory 
space and the SPACE-24 scheme in the reference (Bogda-
nov and Isobe 2015) occupies 218 MB of memory space. 
The SPACE scheme adopts a very conservative design 
strategy and its internal round function needs to call a 
full ten rounds of AES-128, thus it is less efficient. The 
Whiteblock-16 scheme in the reference (Fouque et  al. 

Table 1 Space comparison of different white-box schemes

Scheme Space occupancy

Whitebox ASASA (Biryukov et al. 2014) 8 MB

SPACE-16 (Bogdanov and Isobe 2015) 918 KB

SPACE-24 (Bogdanov and Isobe 2015) 218 MB

Whiteblock-16 (Fouque et al. 2016) 2 MB

FPL-AES-128 (Kwon et al. 2020) 10.63 MB

WARX (Liu et al. 2022) 128 KB

Yoroi-16 (Koike and Isobe 2021) 384 KB

Yoroi-32 (Koike and Isobe 2021) 48 GB

WAS 128 KB
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2016) occupies 2  MB of memory space and achieves 
incompressibility by using key-dependent pseudorandom 
functions. The FPL-AES scheme in the reference (Kwon 
et  al. 2020) uses parallel lookup tables to design white-
box block ciphers with high storage cost and requires 
13.75 MB of storage space. The WARX scheme in refer-
ence (Liu et al. 2022) uses addition, rotation, XOR opera-
tions and MDS matrix, and the WARX is more efficient 
than SPNbox-16 and WEM. The Yoroi-16 scheme in 
reference (Koike and Isobe 2021) enhances the security 
of code lifting attacks against persistent leaks by updat-
ing incompressible tables, but requires multiple lookup 
tables and 384 KB of storage space. The Yoroi-32 scheme 
in the reference (Koike and Isobe 2021) requires a large 
storage space of 48 GB. Compared with other white-box 
cryptographic algorithms, the WAS has a lower storage 
cost of 128 KB and the size of both S and A layers in its 
lookup table is 16 bits.

As a result of the above analysis, our WAS algorithm 
can resist a wide range of attacks and has a small space, 
and it can satisfy the security requirements in a white-
box environment. It has good overall performance.

Conclusion
In this paper, we propose the WAS, an improved white-
box cryptographic algorithm over AS iteration and MDS 
matrix. The design uses the AS iterative structure to 
construct a lookup table with a five-layer ASASA struc-
ture, and uses the SPN structure with MDS matrix as the 
underlying structure to reduce the number of rounds of 
the algorithm and improve the implementation efficiency 
of WAS by taking advantage of the good diffusion prop-
erty of MDS matrix.

The security analysis shows that the WAS can effectively 
prevent the attacker from recovering the key under the 
black-box model. The lookup table of ASASA structure is 

treated as an S-box for testing and validation. Firstly, after 
theoretical analysis and experimental testing, the data gen-
erated using the pseudo-random number generator has a 
nonlinearity of about 95.00 and a differential uniformity of 
0.039. Secondly, since the size of both S-layer and A-layer 
in the lookup table is 16 bits, they can resist the decompo-
sition attack against the ASASA structure, and WAS has 
anti-key extraction security under the white-box model. 
Finally, the strength of WAS against code lifting attacks 
is evaluated using weak white-box space hardness. Com-
pared with other white-box cryptographic algorithms, this 
scheme takes up less memory space. With the same anti-
key extraction security and anti-code lifting security, the 
WAS requires 128 KB of memory space, which is only 14% 
of SPACE-16 and 33% of Yoroi-16, meeting the design goal 
of security and efficiency, and can be used for digital rights 
management, mobile payment, etc.
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