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#### Abstract

In MILCOM 2015, Kelly et al. proposed the authentication encryption algorithm MK-3, which applied the 16-bit $S$-box. This paper aims to implement the 16 -bit $S$-box with less circuit area. First, we classified the irreducible polynomials over $\mathbb{F}_{2 n}$ into three kinds. Then we compared the logic gates required for multiplication over the finite field constructed by the three types of irreducible polynomials. According to the comparison result, we constructed the composite fields, $\mathbb{F}_{\left(2^{4}\right)^{2}}$ and $\mathbb{F}_{\left(2^{8}\right)^{2} \text {. Based on the isomorphism of finite fields, the operations over } \mathbb{F}_{2^{16}} \text { can be }}$ conducted over $\mathbb{F}_{\left(2^{8}\right)^{2} \text {. }}$ Similarly, elements over $\mathbb{F}_{2^{8}}$ can be mapped to the corresponding elements over $\mathbb{F}_{\left(2^{4}\right)^{2}}$. Next, the SAT solver was used to optimize the operations over smaller field $\mathbb{F}_{2^{4}}$. At last, the architecture of the optimized MK-3 S-box was worked out. Compared with the implementation proposed by the original designer, the circuit area of the MK-3 S-box in this paper is reduced by at least $55.9 \%$.


## Introduction

In 2015, Wood et al. proposed a 16 -bit S-box (Wood et al. 2015), based on which Kelly et al. designed the MK-3 algorithm (Kelly et al. 2015). The MK-3 S-box has excellent cryptographic security criteria and less hardware implementation cost. Its construction idea was firstly proposed in the 8-bit S-box (Daemen and Rijmen 1998) of the Advanced Encryption Standard (AES) (NIST 2001). In order to cut down the hardware resources for calculating multiplicative inverses in AES, Rijmen et al. applied the composite field arithmetic (Paar 1995; Itoh and Tsujii 1988) to map elements of field $\mathbb{F}_{2} 8$ to the composite field $\mathbb{F}_{\left(2^{4}\right)^{2}}$ based on polynomial basis (Rijmen 2000). In this way, the arithmetic in $\mathbb{F}_{2^{8}}$ can be reduce to the operation in the smaller subfield $\mathbb{F}_{2^{4}}$. However,

[^0]Rijmen (2000) did not offer detailed implementation results. The optimization results of the AES S-box based on polynomial basis were presented by Satoh et al. in ASIACRYPT 2001 (Satoh et al. 2001). Next, normal basis was introduced to optimize the AES S-box by Canright et al. in CHES2005 (Canright 2005). Then, in CHES 2018 and CHES 2019, Arash and Alexander et al. presented the optimization results of the AES S-box based on the redundant normal basis (Reyhani-Masoleh et al. 2018; Maximov and Ekdahl 2019).
In order to refine the realization of S-box, there are two points that need to be focused on: optimizing the linear components and reducing the multiplicative complexity (Boyar and Peralta 2010). The optimization of linear components is just the Shortest Linear Program (SLP). In 2008, Boyar et al. proved that the SLP problem is NP-hard (Boyar et al. 2008), so optimization of the linear components is generally considered using heuristic algorithms. The two classical algorithms for solving SLP, namely Parr's algorithm (Paar 1997) and BP algorithm (Boyar and Peralta 2010; Boyar et al. 2013), are both essentially based on the greedy strategy. Reducing the multiplication complexity means minimizing the AND gates in the nonlinear component, where the non-linear components, i.e., the inverters and the multipliers. The optimization of inverters can be traced back to Itoh's work (Itoh and Tsujii 1988). In 2000, Itoh et al. proposed a recursive method
for calculating the inverse in $\mathbb{F}_{\left(2^{m}\right)^{n}}$, given a circuit for calculating the inverse in $\mathbb{F}_{2^{m}}$. And for the optimization of multipliers, a common approach is to search for implementation using SAT solver (Stoffelen 2016). However, under the restriction of the actual calculation condition, the SAT solver can only search for the logic expressions of small-scale multipliers, and it is difficult to work out the desired results for large-scale multipliers.
At present, there are few design schemes for 16 -bit S-box because the cryptographic algorithms based on 4-bit S-box or 8-bit S-box are enough to resist various attacks under traditional computational models. But with the emergence of quantum computers, the security of existing algorithms is increasingly threatened. In 2010, Hidenori et al. proposed a quantum 3-round distinguisher of Feistel construction (Kuwakado and Morii 2010) based on Simon's algorithm (Simon 1997), which reduces the time complexity of key-recovery from $O\left(2^{n}\right)$ to $O(n)$. Later, more and more structures were analyzed, such as Even-Mansour cipher (Kuwakado and Morii 2012), CBC-like MACs (Kaplan et al. 2016), AEZ (Shi et al. 2018), AES-COPA (Xu et al. 2021), Feistel constructions (Dong et al. 2020) et al. So, in order to resist quantum attacks, large-scale S-box with better security criteria will become a trend.
In this paper, we first classified irreducible polynomials into three classes and gave the implementation cost of the multiplication operation for each. Then we selected the lowest cost irreducible polynomials to construct the corresponding composite fields. At last, we applied the scheme to refine the MK-3 S-box. Our scheme reduced the circuit size by at least $55.9 \%$ compared with the original.

The rest of this paper is organized as follows. Section is the pre-knowledge, and in Sect. we give the optimization scheme for the multiplier over finite fields. Section is about the optimized implementation of the 16-bit S-box. The proposed scheme is compared with the original scheme in Sects., and provides conclusions and prospects.

## Pre-knowledge

MK-3 is an authenticated encryption algorithm based on a simplified duplex sponge structure (Kelly et al. 2015). The algorithm supports two versions of symmetric keys recommended by NIST. Moreover, the algorithm can be customized according to the guidelines provided by the designer (Wood et al. 2015). The customization guidelines include initial state and bijective function $F$. The inner architecture of the bijective function F is shown in Fig. 1.
Substitution Layer(S) It is the only nonlinear component in the $F$ function. It is consisted of 3216 -bit S-boxes, and the 16 -bit S-box is inspired by the construction of the S-box in AES (Kelly et al. 2015). First, multiplicative inversion over finite field $\mathbb{F}_{2^{16}}$ (based on irreducible polynomials with degree 16) is performed on the input bits, then for the output make affine transformation over finite field $\mathbb{F}_{2}$. The irreducible polynomial, namely

$$
\begin{equation*}
p(x)=x^{16}+x^{5}+x^{3}+x+1 \tag{1}
\end{equation*}
$$

is chosen for the inversion operation, and the affine transformation for the S-box is as follows:


Fig. 1 internal structure of $F$ function

$$
S(x)=\left\{\begin{array}{llllllllllllllll}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0  \tag{2}\\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 1 \\
1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0
\end{array}\right\} \cdot\left\{\begin{array}{l}
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$$

The S-box proposed in Wood et al. (2015) requires 1238 XOR gates and 144 AND gates for hardware implementation, which is more efficient than using look-up table since less hardware cost is needed. However, it still does not achieve the desired effect. In this paper, the isomorphism of finite fields is exploited to get a further reduction in the hardware cost of this 16 -bit S-box.
The relevant algebraic theories required for this paper are introduced below.

Theorem 1 Every element of the finite field $\mathbb{F}_{2^{n}}$ can be represented as a first degree polynomial $b x+c$ and multiplication is performed modulo an irreducible polynomial with degree two, denoted as $x^{2}+\alpha x+\beta$, where $b, c, \alpha, \beta \in$ $\mathbb{F}_{2^{(n / 2)}}(n$ is even) (Satoh et al. 2001).

Theorem 2 Each field $\mathbb{F}_{2}$ can be extended to a finite field $\mathbb{F}_{2^{n}}$ with an irreducible polynomial of degree $n$ (Canright 2005).

The multiplication of arbitrary polynomials modulo $x^{2}+\alpha x+\beta$ is as follows:
$(b x+c)(d x+e) / x^{2}+\alpha x+\beta=(b e+c d+b d \alpha) x+(b d \beta+c e)$ $b, c, d, e, \alpha, \beta \in \mathbb{F}_{2^{(n / 2)}}$

The multiplicative inverse of arbitrary polynomial $b x+c$ modulo $x^{2}+\alpha x+\beta$ is as follows:
$(b x+c)^{-1}=b h x+(c+b \alpha) h ; h=\left(b^{2} \beta+b c \alpha+c^{2}\right)^{-1}$
$b, c, \alpha, \beta, h \in \mathbb{F}_{2^{(n / 2)}}$

The optimization scheme proposed in Satoh et al. (2001) is composed of the following four steps:

1. Select parameters: First, choose $T 1(x)$ with degree $n$ and $T 2(x)$ with degree $(n / 2)$ over $\mathbb{F}_{2}$, with which extend $\mathbb{F}_{2}$ to get the two finite fields, $\mathbb{F}_{2^{n}}$ and $\mathbb{F}_{2^{(n / 2)}}$. Next, choose $T 3(x)$ with degree two over $\mathbb{F}_{2^{(n / 2)}}$ to extend $\mathbb{F}_{2^{(n / 2)}}$ and get the composite field $\mathbb{F}_{\left(2^{(n / 2)}\right)^{2}}$, namely the quadratic extension of $\mathbb{F}_{2^{(n / 2)}}$. The above construction is detailed in Table 1.
2. Find the coefficient matrix for isomorphism transformation: According to the theory of abstract algebra, There definitely exists a transformation relation between two isomorphic fields. The mapping relations between isomorphic fields can be linear or nonlinear. In terms of reducing the computational cost, searching for linear relations is helpful to our work. In the following, the linear relations will be described as the multiplication with a coefficient matrix. After defining $T 1(x)$ and the parameters in Table 1, we search for the matrices that represent the isomorphisms between field $\mathbb{F}_{2^{n}}$ and composite field $\mathbb{F}_{\left(2^{(n / 2)}\right)^{2}}$ (Satoh et al. 2001). By using the matrix operation, the element in the field $\mathbb{F}_{2^{n}}$ can be mapped to that in $\mathbb{F}_{\left(2^{(n / 2)}\right)^{2}}$

Table $1 \mathbb{F}_{\left(2^{(n / 2)}\right)^{2}}$ construction parameters

| Composite field | Composite field | Irreducible polynomial |
| :--- | :--- | :--- |
| $\mathbb{F}_{2^{(n / 2)}}$ | $\mathbb{F}_{2}[x] / T 2(x)$ | $T 2(x)$ |
| $\mathbb{F}_{\left(2^{(n / 2)}\right)^{2}}$ | $\mathbb{F}_{2^{(n / 2)}}[x] / T 3(x)$ | $T 3(x)=x^{2}+\alpha x+\beta$ |
|  |  | $\alpha, \beta \in \mathbb{F}_{2^{(n / 2)}}$ |

3. Compute the multiplicative inverse over the composite fields: After step 2, we can get the corresponding element over the composite field $\mathbb{F}_{\left(2^{(n / 2)}\right)^{2} \text {. According }}$ to the formula (4), we can obtian the corresponding multiplicative inverse over the composite field.
4. Remap the element of composite field $\mathbb{F}_{\left(2^{(n / 2)}\right)^{2}}$ to field $\mathbb{F}_{2^{n}}$ : Isomorphism inverse matrix is the inverse of coefficient matrix mentioned in step 2. For the output of step 3, we transform it by isomorphism inverse matrix to finally obtain the multiplicative inverse in the field $\mathbb{F}_{2^{n}}$.

## The Optimization of Multiplier

Multiplication over finite fields is a costly operation, and its efficient hardware implementation has always been a research hotspot. In this section, we will classify multiplication operations into three classes according to the different kinds of irreducible polynomials and provide their hardware costs over the corresponding $\mathbb{F}_{2^{n}}$.
Type 1: The first type of irreducible polynomial denoted as $p_{1}(x)$ is proposed by Paar et al., and the multiplication over $\mathbb{F}_{2^{n}}$ extended based on such irreducible polynomials has the smallest circuit size (Paar 1996). This special irreducible polynomial $p_{1}(x)$ has only 3 terms, which are described as follows:
input: $a\left(a_{1}, a_{0}\right), b\left(b_{1}, b_{0}\right)$
output: $c\left(\left(a_{1} \cdot b_{1}\right) \oplus\left(a_{0} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{0}\right),\left(a_{1} \cdot b_{1}\right) \oplus\left(a_{0} \cdot b_{0}\right)\right)$
The operation above needs 4 AND gates and 3 XOR gates.
Type 2: $p_{2}(x)$ can be called all-terms irreducible polynomial, just as follows:

$$
\begin{equation*}
p_{2}(x)=x^{n}+x^{n-1}+\cdots+x+1 \tag{6}
\end{equation*}
$$

For multiplication modulo such polynomials, the number of AND gates is $n^{2}$, and the number of XOR gates is $n^{2}-1$. Actually, the number of AND gates required for all the multiplication operation over $\mathbb{F}_{2^{n}}$ is $n^{2}$, since two n-bit binary numbers are input and one bit is selected from each of the two sets of data for the multiplication operation. Details about the number of AND gates are as follows:

$$
\begin{aligned}
& \text { input : } a\left(a_{n-1}, a_{n-2}, \ldots, a_{0}\right), b\left(b_{n-1}, b_{n-2}, \ldots, b_{0}\right) \\
& \text { multiplication }: \sum_{i=0}^{n-1}\left(a_{i} \cdot \sum_{j=0}^{n-1} b_{j}\right)
\end{aligned}
$$

For the XOR gates, we first consider the ordinary polynomial multiplication (excluding modulo operation):

```
input: \(a\left(a_{n-1}, a_{n-2}, \ldots, a_{0}\right), b\left(b_{n-1}, b_{n-2}, \ldots, b_{0}\right)\)
output: \(c\left(c_{2 n-2}, c_{2 n-3}, \ldots, c_{n}, \ldots, c_{0}\right)\)
\(\left(a_{n-1} x^{n-1}+a_{n-2} x^{n-2}+\cdots+a_{0}\right) \cdot\left(b_{n-1} x^{n-1}+b_{n-2} x^{n-2}+\cdots+b_{0}\right)=c\)
\(c=\left(c_{2 n-2} x^{2 n-2}+c_{2 n-3} x^{2 n-3}++c_{0}\right)\)
\(c_{2 n-2}=a_{n-1} \cdot b_{n-1}\)
\(c_{2 n-3}=\left(a_{n-1} \cdot b_{n-2}\right) \oplus\left(a_{n-2} \cdot b_{n-1}\right)\)
.....
......
\(c_{0}=a_{0} \cdot b_{0}\)
```

$$
\begin{equation*}
p_{1}(x)=x^{n}+x+1 \tag{5}
\end{equation*}
$$

Parr et al. specified that when $n=2,3,4,6,7,9,10,11,15$ (when $n$ is one of these numbers, the polynomials could be guaranteed to be irreducible), $n^{2}$ AND gates and $n^{2}-1$ XOR gates are needed for the hardware implementation of multiplication over $\mathbb{F}_{2^{n}}$. For example, when $p_{1}(x)=x^{2}+x+1$, the multiplication operation over $G F\left(2^{2}\right)$ can be described as follows:

From the above calculation, we can see that the construction of vector $\mathbf{c}$ requires $(n-1)^{2}$ XOR gates. If the modulo operation is required, vector $\mathbf{c}$ needs to be further constructed as vector $\mathbf{d}$, and vector $\mathbf{d}$ needs $2 n-2$ XOR gates:

$$
\begin{aligned}
& d_{n-1}=c_{n-1} \oplus c_{n} ; \\
& d_{n-2}=c_{n-2} \oplus c_{n} ; \\
& d_{n-3}=c_{n-3} \oplus c_{2 n-2} \oplus c_{n} ; \\
& d_{n-4}=c_{n-4} \oplus c_{2 n-3} \oplus c_{n} ; \\
& \cdots \cdots ; \\
& d_{0}=c_{0} \oplus c_{n+1} \oplus c_{n} ;
\end{aligned}
$$

Table 2 Construction parameters of the composite fields $\mathbb{F}_{\left(2^{8}\right)^{2}}$

| Composite field | The structure of <br> the composite <br> field | Irreducible polynomial |
| :--- | :--- | :--- |
|  | $\mathbb{F}_{2}[x] / T 2(x)$ | $x^{8}+x^{7}+x^{4}+x^{3}+x^{2}+x+1$ |
| $\mathbb{F}_{2^{8}}$ | $\mathbb{F}_{2^{8}}[x] / T 3(x)$ | $x^{2}+00000001 x+00000010$ |
| $\mathbb{F}_{\left(2^{8}\right)^{2}}$ |  |  |

So the number of XOR gates required for multiplication modulo all-terms irreducible polynomials is $n^{2}-1=(n-1)^{2}+2 n-2$. By now, we get the number of logic gates required for the second type of irreducible polynomial multiplication. We give following a relevant example whose multiplication operation is based on $p_{2}(x)=x^{4}+x^{3}+x^{2}+x+1$, which needs 16 AND gates and 15 XOR gates.

Table 3 Construction parameters of the composite fields $\mathbb{F}_{\left(2^{8}\right)^{2}}$

| Composite field | The structure of the composite field |
| :--- | :--- |
| $\mathbb{F}_{2^{4}}$ | $\mathbb{F}_{2}[x] / x^{4}+x^{3}+x^{2}+x+1$ |
| $\mathbb{F}_{\left(2^{4}\right)^{2}}$ | $\mathbb{F}_{2^{4}[x] / x^{2}+0001 x+0010}$ |

addtion, we choose the second irreducible polynomial $T 3(x)$ with degree 2 , the coefficients of which are in finite field $\mathbb{F}_{2^{8}} . T 3(x)$ is the irreducible polynomial with the least costly multiplication implementation. Its first-order coefficient is chosen to be one in order to save a multiplication operation with the constant. Based on $T 3(x)$, we extend $\mathbb{F}_{2^{8}}$ to get the composite field $\mathbb{F}_{2^{8}}[x] / T 3(x)$, denoted as $\mathbb{F}_{\left(2^{8}\right)^{2}}$. The above parameters are given in Table 2.

```
input: \(a\left(a_{3}, a_{2}, a_{1}, a_{0}\right), b\left(b_{3}, b_{2}, b_{1}, b_{0}\right)\)
```

Multiplication :
$\left(a_{3} \cdot b_{3}\right) ;\left(a_{3} \cdot b_{2}\right) ;\left(a_{3} \cdot b_{1}\right) ;\left(a_{3} \cdot b_{0}\right) ;\left(a_{2} \cdot b_{3}\right) ;\left(a_{2} \cdot b_{2}\right) ;\left(a_{2} \cdot b_{1}\right) ;\left(a_{2} \cdot b_{0}\right)$
$\left(a_{1} \cdot b_{3}\right) ;\left(a_{1} \cdot b_{2}\right) ;\left(a_{1} \cdot b_{1}\right) ;\left(a_{1} \cdot b_{0}\right) ;\left(a_{0} \cdot b_{3}\right) ;\left(a_{0} \cdot b_{2}\right) ;\left(a_{0} \cdot b_{1}\right) ;\left(a_{0} \cdot b_{0}\right)$
Middle :
$c_{6}=\left(a_{3} \cdot b_{3}\right) ; c_{5}=\left(a_{3} \cdot b_{2}\right) \oplus\left(a_{2} \cdot b_{3}\right) ; c_{4}=\left(a_{3} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{3}\right) \oplus\left(a_{2} \cdot b_{2}\right) ;$
$c_{3}=\left(a_{3} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{3}\right) \oplus\left(a_{2} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{2}\right) ; c_{2}=\left(a_{2} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{2}\right) \oplus\left(a_{1} \cdot b_{1}\right) ;$
$c_{1}=\left(a_{1} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{1}\right) ; c_{0}=\left(a_{0} \cdot b_{0}\right) ;$
output : $d_{3}=c_{3} \oplus c_{4} ; d_{2}=c_{2} \oplus c_{4} ; d_{1}=c_{1} \oplus c_{6} \oplus c_{4} ; d_{0}=c_{0} \oplus c_{5} \oplus c_{4}$;

Type 3: The irreducible polynomials that do not satisfy the definition of type 1 and type 2 are referred to as irreducible polynomials of type 3 . Compared with the first two types of irreducible polynomials, multiplication based on the third always consumes more XOR gates.
Above all, this paper chose irreducible polynomials $p_{1}(x)$ and $p_{2}(x)$ to construct the composite field $\mathbb{F}_{\left(2^{8}\right)^{2}}$, The construction optimized the hardware implementation of multiplication operation over $\mathbb{F}_{\left(2^{8}\right)^{2}}$ which would be applied to the hardware optimization of the 16 -bit S-Box. The details were given in "Appendix A".

## S-box Optimization

This section is about the optimized circuit implementation of MK-3 S-box. The irreducible polynomial in MK-3 is $T 1(x)=x^{16}+x^{5}+x^{3}+x+1$ and the corresponding finite field is $\mathbb{F}_{2^{16}}=\mathbb{F}_{2}[x] / T 1(x)$. The composite field of $\mathbb{F}_{2^{16}}$ should be constructed first.
Firstly we choose the first irreducible polynomial $T 2(x)$ with degree eight to get $\mathbb{F}_{2^{8}}$, which is $\mathbb{F}_{2} / T 2(x)$. In

After the above parameters are determined, we search for the linear map (coefficient matrix) between the finite field $\mathbb{F}_{2^{16}}$ and the composite field $\mathbb{F}_{\left(2^{8}\right)^{2}}$ where there are 16 kinds of mapping relationships. Since this S-box is constructed by affine transformation, as in Rijmen (2000), the coefficient matrix of the affine transformation and the coefficient matrix of isomorphism can be merged in order to achieve a reduction in hardware cost. Therefore, the optimization results presented later only include the merged matrix and the inverse of the coefficient matrix of isomorphism.
The following components are needed for optimization of the MK-3 S-box:

Component 1: The compound linear transformation. The composite coefficient matrix is denoted as $R=M \times T$, where $T$ is the coefficient matrix of isomorphism between $\mathbb{F}_{2^{16}}$ and $\mathbb{F}_{\left(2^{8}\right)^{2}}$ and $M$ is the coefficient matrix of affine transformation.

Component 2: Multiplier. It is for the multiplication over $\mathbb{F}_{2^{8}}$.


Component 4


Fig. 2 16-bit S-box design process

Table 4 Area of frequently-used logic gates in three different manufacturing processes

| Logic gate | NOT | AND | NAND | OR | NOR | XOR/XNOR |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| SMIC 130nm | 0.67 | 1.33 | 1.00 | 1.33 | 1.00 |  |
| SMIC 65nm | 0.75 | 1.2 | 1 | 1.5 | 1 | 2.33 |
| Nangate 45nm | 0.67 | 1.33 | 1 | 1.33 | 1 | 2 |

Table 5 Comparison of implementation schemes of the MK-3 S-box

| Logic gate | NOT | AND | XOR | XNOR | OR | SMIC130nm | SMIC65nm | Nangate 45nm |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Reference (Wood <br> et al. 2015) | 0 | 144 | 1238 | 0 | 0 | 3076.06 | 3001.50 | 2667.52 |
| This paper | 0 | 245 | 411 | 9 | 6 | 1312.43 | 1321.50 | 1173.83 |

Component 3: Square-scale operation. It is for the combined operation of squaring then scaling by a constant over $\mathbb{F}_{2}{ }^{8}$.
Component 4: Multiplicative inverter. It is for calculating the inverse of multiplication over $\mathbb{F}_{2}$. Since it is an inversion operation in finite fields, we can also convert the element in $\mathbb{F}_{2^{8}}$ to its composite fields representation in $\mathbb{F}_{\left(2^{4}\right)^{2}}$

Component 5: The isomorphism transformation from $\mathbb{F}_{2^{16}}$ to $\mathbb{F}_{\left(2^{8}\right)^{2}}$. The coefficient matrix of it is denoted as $T^{-1}$. For component 4, the parameters for the conversion from finite fields to composite fields are shown in Table 3.

Component 4-4: Inverse of multiplication over $\mathbb{F}_{2^{4}}$. This section uses SAT solver to search for results.
Component 4-5: The isomorphism transformation from $\mathbb{F}_{\left(2^{4}\right)^{2}}$ to $\mathbb{F}_{2^{8}}$. The coefficient matrix is denoted as $\delta^{-1}$.

$$
T:\left(\begin{array}{llllllllllllllll}
1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right) \quad\left(\begin{array}{llllllllllllllllll}
0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1
\end{array}\right)
$$

The component 4 can be divided into another 5 parts as follows.
Component 4-1: The coefficient matrix of isomorphism from $\mathbb{F}_{2^{8}}$ to $\mathbb{F}_{\left(2^{4}\right)^{2}}$ denoted as $\delta$.
Component 4-2: Multiplication over $\mathbb{F}_{2^{4}}$.
Component 4-3: Square-scale operation. There are square operation and scaling by the constant 2 over $\mathbb{F}_{2^{4}}$.

$$
\delta=\left(\begin{array}{llllllll}
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 \\
1 & 0 & 0 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 0 & 1
\end{array}\right) \quad \delta^{-1}=\left(\begin{array}{llllllll}
1 & 0 & 1 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 1
\end{array}\right)
$$

The components shown in Fig. 2 are described in the following:
component 1 :
$\left\{x:\{0,1\}^{16} \rightarrow y:\{0,1\}^{16}\right\}$
$m_{0}=x_{15} \oplus x_{14} ; m_{1}=x_{6} \oplus x_{1} ; m_{2}=m_{0} \oplus m_{1} ; m_{3}=x_{13} \oplus x_{12} ;$
$m_{4}=m_{1} \oplus m_{3} ; m_{5}=m_{2} \oplus m_{3} ; m_{6}=x_{10} \oplus x_{7} ; m_{7}=m_{6} \oplus m_{0} ;$
$m_{8}=x_{12} \oplus x_{0} ; m_{9}=x_{9} \oplus x_{2} ; m_{10}=m_{2} \oplus m_{9} ; m_{11}=x_{4} \oplus x_{5} ;$
$m_{12}=x_{15} \oplus x_{11} ; m_{13}=m_{3} \oplus m_{12} ; m_{14}=x_{3} \oplus x_{1} ; m_{15}=x_{4} \oplus x_{0} ;$
$m_{16}=m_{5} \oplus x_{8} ; m_{17}=m_{11} \oplus x_{10} ; m_{18}=m_{10} \oplus x_{11} ; m_{19}=m_{4} \oplus x_{15} ;$
$y_{15}=m_{0} \oplus m_{9} \oplus x_{10} \oplus x_{13} ; y_{14}=m_{6} \oplus m_{16} \oplus x_{2} \oplus x_{5} ;$
$y_{13}=m_{8} \oplus m_{9} \oplus m_{14} ; y_{12}=m_{19} ; y_{11}=m_{17} \oplus m_{19} \oplus x_{0} \oplus x_{2} ;$
$y_{10}=m_{7} \oplus m_{15} \oplus x_{8} ; y_{9}=m_{13} \oplus x_{5} \oplus x_{7} ; y_{7}=m_{1} \oplus m_{6} \oplus m_{8} ;$
$y_{8}=m_{2} \oplus m_{8} \oplus x_{3} \oplus x_{7} \oplus x_{11} ; y_{6}=m_{11} \oplus m_{16} \oplus x_{7} ;$
$y_{5}=m_{7} \oplus m_{11} \oplus x_{1} ; y_{4}=m_{18} \oplus x_{0} \oplus x_{8} ; y_{3}=m_{6} \oplus m_{15} \oplus x_{9} \oplus x_{13}$;
$y_{2}=m_{7} \oplus m_{8} \oplus x_{5} ; y_{1}=m_{18} \oplus x_{13} ; y_{0}=m_{13} \oplus m_{14} \oplus m_{17} \oplus x_{8} ;$
component 2 :
$\mathbb{F}_{2^{8}} / x^{8}+x^{7}+x^{6}+x^{5}+x^{4}+x^{3}+1:\left(\left\{a:\{0,1\}^{8} \times b:\{0,1\}^{8} \rightarrow d:\{0,1\}^{8}\right\}\right)$
$\left(a_{7} x^{7}+a_{6} x^{6}+a_{5} x^{5}+a_{4} x^{4}+a_{3} x^{3}+a_{2} x^{2}+a_{1} x+a_{0}\right)$.
$\left(b_{7} x^{7}+b_{6} x^{6}+b_{5} x^{5}+b_{4} x^{4}+b_{3} x^{3}+b_{2} x^{2}+b_{1} x+b_{0}\right)=c$
$c=\left(c_{14} x^{14}+c_{13} x^{13}+\cdots \cdots+c_{0}\right)$
$c_{14}=a_{7} \cdot b_{7} ;$
$c_{13}=\left(a_{7} \cdot b_{6}\right) \oplus\left(a_{6} \cdot b_{7}\right) ;$
$c_{12}=\left(a_{7} \cdot b_{5}\right) \oplus\left(a_{5} \cdot b_{7}\right) \oplus\left(a_{6} \cdot b_{6}\right) ;$
$c_{11}=\left(a_{7} \cdot b_{4}\right) \oplus\left(a_{4} \cdot b_{7}\right) \oplus\left(a_{6} \cdot b_{5}\right) \oplus\left(a_{5} \cdot b_{6}\right) ;$
$c_{10}=\left(a_{7} \cdot b_{3}\right) \oplus\left(a_{3} \cdot b_{7}\right) \oplus\left(a_{6} \cdot b_{4}\right) \oplus\left(a_{4} \cdot b_{6}\right) \oplus\left(a_{5} \cdot b_{5}\right) ;$
$c_{9}=\left(a_{7} \cdot b_{2}\right) \oplus\left(a_{2} \cdot b_{7}\right) \oplus\left(a_{6} \cdot b_{3}\right) \oplus\left(a_{3} \cdot b_{6}\right) \oplus\left(a_{5} \cdot b_{4}\right) \oplus\left(a_{4} \cdot b_{5}\right) ;$
$c_{8}=\left(a_{7} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{7}\right) \oplus\left(a_{6} \cdot b_{2}\right) \oplus\left(a_{2} \cdot b_{6}\right) \oplus\left(a_{5} \cdot b_{3}\right) \oplus\left(a_{3} \cdot b_{5}\right) \oplus\left(a_{4} \cdot b_{4}\right) ;$
$c_{7}=\left(a_{7} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{7}\right) \oplus\left(a_{6} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{6}\right) \oplus\left(a_{5} \cdot b_{2}\right) \oplus\left(a_{2} \cdot b_{5}\right) \oplus\left(a_{4} \cdot b_{3}\right) \oplus\left(a_{3} \cdot b_{4}\right) ;$
$c_{6}=\left(a_{6} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{6}\right) \oplus\left(a_{5} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{5}\right) \oplus\left(a_{4} \cdot b_{2}\right) \oplus\left(a_{2} \cdot b_{4}\right) \oplus\left(a_{3} \cdot b_{3}\right) ;$
$c_{5}=\left(a_{5} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{5}\right) \oplus\left(a_{4} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{4}\right) \oplus\left(a_{3} \cdot b_{2}\right) \oplus\left(a_{2} \cdot b_{3}\right) ;$
$c_{4}=\left(a_{4} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{4}\right) \oplus\left(a_{3} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{3}\right) \oplus\left(a_{2} \cdot b_{2}\right) ;$
$c_{3}=\left(a_{3} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{3}\right) \oplus\left(a_{2} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{2}\right) ;$
$c_{2}=\left(a_{2} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{2}\right) \oplus\left(a_{1} \cdot b_{1}\right) ;$
$c_{1}=\left(a_{1} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{1}\right) ;$
$c_{0}=\left(a_{0} \cdot b_{0}\right)$;
$m_{0}=c_{12} \oplus c_{10} ; m_{1}=c_{14} \oplus c_{8} ; m_{2}=c_{13} \oplus c_{10} ; m_{3}=c_{11} \oplus c_{9} ; m_{4}=m_{1} \oplus m_{2} ;$
$d_{7}=c_{7} \oplus m_{4} \oplus c_{9} ; d_{6}=c_{6} \oplus m_{0} ; d_{5}=c_{5} \oplus m_{3} \oplus c_{14} ; d_{4}=c_{4} \oplus m_{4} ;$
$d_{3}=c_{3} \oplus m_{0} \oplus c_{8} ; d_{2}=c_{2} \oplus m_{4} \oplus c_{11} ; d_{1}=c_{1} \oplus m_{1} \oplus c_{12} ; d_{0}=c_{0} \oplus m_{1} \oplus m_{3} \oplus c_{10} ;$
component3:
$\left\{x:\{0,1\}^{8} \rightarrow y:\{0,1\}^{8}\right\}$
$m_{0}=x_{4} \oplus x_{7} ; m_{1}=x_{3} \oplus x_{6} ; m_{2}=x_{2} \oplus x_{5} ; m_{3}=x_{6} \oplus x_{7} ; m_{4}=x_{5} \oplus x_{6} ;$
$y_{7}=m_{0} \oplus m_{1} ; y_{6}=x_{7} ; y_{5}=m_{0} \oplus m_{2} ; y_{4}=m_{3} ; y_{3}=x_{1} ; y_{2}=m_{4} ; y_{1}=x_{0} ; y_{0}=m_{0} \oplus x_{5} ;$
component 4-1 :
$\left\{x:\{0,1\}^{8} \rightarrow y:\{0,1\}^{8}\right\}$
$m_{0}=x_{3} \oplus x_{2} ; m_{1}=x_{5} \oplus x_{1} ; m_{2}=x_{7} \oplus x_{1} ;$
$y_{7}=m_{1} ; y_{6}=x_{4} \oplus x_{6} ; y_{5}=m_{0} \oplus x_{7} ; y_{4}=m_{2} \oplus x_{2} \oplus x_{4} \oplus x_{5} ; y_{3}=m_{2} \oplus m_{0} ;$
$y_{2}=m_{1} \oplus m_{0} ; y_{1}=y_{3} \oplus x_{4} ; y_{0}=m_{0} \oplus x_{0}$;
component $4-2$ :
$\left\{a:\{0,1\}^{4} \times b:\{0,1\}^{4} \rightarrow d:\{0,1\}^{4}\right\}$
$\left\{\begin{array}{l}\left(a_{3} \cdot b_{3}\right) ;\left(a_{3} \cdot b_{2}\right) ;\left(a_{3} \cdot b_{1}\right) ;\left(a_{3} \cdot b_{0}\right) \\ \left(a_{2} \cdot b_{3}\right) ;\left(a_{2} \cdot b_{2}\right) ;\left(a_{2} \cdot b_{1}\right) ;\left(a_{2} \cdot b_{0}\right) \\ \left(a_{1} \cdot b_{3}\right) ;\left(a_{1} \cdot b_{2}\right) ;\left(a_{1} \cdot b_{1}\right) ;\left(a_{1} \cdot b_{0}\right) \\ \left(a_{0} \cdot b_{3}\right) ;\left(a_{0} \cdot b_{2}\right) ;\left(a_{0} \cdot b_{1}\right) ;\left(a_{0} \cdot b_{0}\right)\end{array}\right.$
$c_{6}=\left(a_{3} \cdot b_{3}\right) ; c_{5}=\left(a_{3} \cdot b_{2}\right) \oplus\left(a_{2} \cdot b_{3}\right) ; c_{4}=\left(a_{3} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{3}\right) \oplus\left(a_{2} \cdot b_{2}\right) ;$
$c_{3}=\left(a_{3} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{3}\right) \oplus\left(a_{2} \cdot b_{1}\right) \oplus\left(a_{1} \cdot b_{2}\right) ; c_{2}=\left(a_{2} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{2}\right) \oplus\left(a_{1} \cdot b_{1}\right) ;$
$c_{1}=\left(a_{1} \cdot b_{0}\right) \oplus\left(a_{0} \cdot b_{1}\right) ; c_{0}=\left(a_{0} \cdot b_{0}\right) ;$
$d_{3}=c_{3} \oplus c_{4} ; d_{2}=c_{2} \oplus c_{4} ; d_{1}=c_{1} \oplus c_{6} \oplus c_{4} ; d_{0}=c_{0} \oplus c_{5} \oplus c_{4} ;$
component4-3 :
$\left\{x:\{0,1\}^{4} \rightarrow y:\{0,1\}^{4}\right\}$
$y_{3}=x_{1} ; y_{2}=x_{3} ; y_{1}=x_{0} ; y_{0}=x_{2} ;$
component $4-4$ :
$\left\{x:\{0,1\}^{4} \rightarrow y:\{0,1\}^{4}\right\}$
$m_{0}=x_{3} \oplus x_{2} ; m_{1}=m_{0}+x_{1} ; m_{2}=x_{3} \cdot x_{1} ; m_{3}=m_{1} \cdot x_{0} ; m_{4}=x_{2} \oplus m_{3} ;$
$m_{5}=m_{3} \cdot m_{4} ; m_{6}=x_{2} \cdot m_{1} ; m_{7}=m_{3}+m_{0} ; m_{8}=x_{1} \oplus m_{4} ; m_{9}=m_{4}+x_{3} ;$
$m_{10}=m_{2}+m_{5} ; m_{11}=m_{3} \oplus m_{5} ; m_{12}=m_{8} \cdot m_{9} ; m_{13}=m_{2}+x_{0} ;$
$x_{0}^{-1}=m_{8} \oplus m_{10} ; x_{1}^{-1}=m_{6} \oplus m_{13} ; x_{2}^{-1}=m_{11}+m_{12} ; x_{3}^{-1}=m_{7} \oplus m_{2}$;
component4-5 :
$\left\{x:\{0,1\}^{8} \rightarrow y:\{0,1\}^{8}\right\}$
$m_{0}=x_{3} \oplus x_{1} ; m_{1}=x_{7} \oplus x_{2} ; m_{2}=x_{5} \oplus x_{3} ; m_{3}=x_{5} \oplus x_{4} ; m_{4}=m_{0} \oplus m_{3} ;$
$y_{7}=x_{5} \oplus m_{1} ; y_{6}=m_{0} \oplus x_{6} ; y_{5}=m_{2} \oplus x_{7} ; y_{4}=m_{0} ; y_{3}=x_{7} \oplus m_{4}$;
$y_{2}=x_{2} \oplus m_{4} ; y_{1}=m_{2} ; y_{0}=x_{0} \oplus m_{1} ;$
component5 :
$\left\{x:\{0,1\}^{16} \rightarrow y:\{0,1\}^{16}\right\}$
$m_{0}=x_{9} \oplus x_{8} ; m_{1}=x_{13} \oplus x_{12} ; m_{2}=m_{0} \oplus m_{1} ; m_{3}=x_{5} \oplus x_{2} ;$
$m_{4}=m_{2} \oplus m_{3} ; m_{5}=x_{11} \oplus x_{4} ; m_{6}=m_{3} \oplus m_{5} ; m_{7}=x_{14} \oplus x_{6} ;$
$m_{8}=m_{6} \oplus m_{7} ; m_{9}=x_{10} \oplus x_{7} ; m_{10}=m_{0} \oplus m_{9} ; m_{11}=x_{15} \oplus x_{3} ;$
$m_{12}=m_{5} \oplus m_{11} ; m_{13}=x_{10} \oplus x_{12} ; m_{14}=x_{5} \oplus x_{4} ; m_{15}=x_{15} \oplus x_{1}$;
$m_{16}=m_{7} \oplus x_{1} ; m_{17}=m_{4} \oplus x_{3} ; m_{18}=m_{2} \oplus x_{6} ; m_{19}=m_{3} \oplus x_{11}$;
$y_{15}=m_{17} \oplus x_{10} \oplus x_{14} ; y_{14}=m_{14} \oplus m_{15} \oplus m_{18} ;$
$y_{13}=m_{12} \oplus m_{13} \oplus x_{8} \oplus x_{2} ; y_{12}=m_{2} \oplus m_{12} \oplus x_{14} ; y_{11}=m_{13} \oplus m_{14} ;$
$y_{10}=m_{18} ; y_{9}=m_{1} \oplus m_{7} ; y_{8}=m_{10} \oplus m_{11} \oplus m_{16} \oplus m_{19} ;$
$y_{7}=m_{10} \oplus x_{5} \oplus x_{13} \oplus x_{14} ; y_{6}=m_{6} \oplus m_{9} \oplus m_{15} ; y_{5}=m_{8} ;$
$y_{4}=m_{1} \oplus m_{8} \oplus x_{1} \oplus x_{3} ; y_{3}=m_{19} \oplus x_{7} \oplus x_{12} ; y_{2}=m_{5} \oplus m_{17} \oplus x_{6} ;$
$y_{1}=m_{10} ; y_{0}=m_{16} \oplus x_{0} \oplus x_{4} \oplus x_{10} \oplus x_{13}$;

## Comparison

The hardware cost of S-box is not only related to the number of logic gates but also related to the manufacturing process of logic gates. Circuit area of logic gates in different manufacturing processes is listed in Table 4. Compared with the cost of the MK-3 S-box in previous literature (Wood et al. 2015), our results proposed in this paper can reduce the circuit size by at least $55.9 \%$, which is shown in Table 5 .

## Conclusion

In this paper, we first focused on the hardware implementation of multiplication over finite fields based on three classes of irreducible polynomials. On this basis, the irreducible polynomial with the lowest cost of multiplication
implementation was used to construct the composite fields, $\mathbb{F}_{\left(2^{4}\right)^{2}}$ and $\mathbb{F}_{\left(2^{8}\right)^{2}}$. The SAT solver was further used for the optimization of the small-scale nonlinear component. At last, the hardware implementation costs of 16 groups of isomorphism mappings were compared to obtain the least costly circuit implementation scheme for the MK-3 S-box.

Compared with the scheme proposed by the original designer, the results of the implementation proposed in this paper can reduce the hardware resource occupied circuit area by at least $55.9 \%$. In the future, we are committed to discovering a better optimized S-box implementation scheme, considering the circuit depth and circuit area together.

Appendix A Number of gates for multiplication over finite field $\mathbb{F}_{\mathbf{2}^{8}}$

| Irreducible polynomial | Number of <br> XOR gates | Number of AND <br> gates | Irreducible polynomial | Number of XOR <br> gates | Number of AND <br> gates |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $x^{8}+x^{7}+x^{5}+x^{4}+1$ | 71 | 64 | $x^{8}+x^{4}+x^{3}+x+1$ | 72 | 64 |
| $x^{8}+x^{6}+x^{5}+x^{4}+1$ | 73 | 64 | $x^{8}+x^{7}+x^{2}+x+1$ | 71 | 64 |
| $x^{8}+x^{7}+x^{5}+x^{3}+1$ | 71 | 64 | $x^{8}+x^{7}+x^{6}+x^{5}+x^{4}+x^{3}+1$ | 69 | 64 |
| $x^{8}+x^{6}+x^{5}+x^{3}+1$ | 74 | 64 | $x^{8}+x^{7}+x^{6}+x^{5}+x^{4}+x^{2}+1$ | 69 | 64 |
| $x^{8}+x^{5}+x^{4}+x^{3}+1$ | 73 | 64 | $x^{8}+x^{7}+x^{6}+x^{4}+x^{3}+x^{2}+1$ | 71 | 64 |
| $x^{8}+x^{6}+x^{5}+x^{2}+1$ | 73 | 64 | $x^{8}+x^{7}+x^{5}+x^{4}+x^{3}+x^{2}+1$ | 72 | 64 |
| $x^{8}+x^{7}+x^{3}+x^{2}+1$ | 70 | $x^{8}+x^{7}+x^{6}+x^{5}+x^{4}+x+1$ | 69 | 64 |  |
| $x^{8}+x^{6}+x^{3}+x^{2}+1$ | 73 | $x^{8}+x^{6}+x^{5}+x^{4}+x^{3}+x+1$ | 74 | 64 |  |
| $x^{8}+x^{5}+x^{3}+x^{2}+1$ | 71 | $x^{8}+x^{7}+x^{6}+x^{5}+x^{2}+x+1$ | 70 | 64 |  |
| $x^{8}+x^{4}+x^{3}+x^{2}+1$ | 72 | 64 | $x^{8}+x^{7}+x^{6}+x^{4}+x^{2}+x+1$ | 73 | 64 |
| $x^{8}+x^{7}+x^{6}+x+1$ | 70 | 64 | $x^{8}+x^{6}+x^{5}+x^{4}+x^{2}+x+1$ | 69 | 64 |
| $x^{8}+x^{6}+x^{5}+x+1$ | 73 | 64 | $x^{8}+x^{7}+x^{6}+x^{3}+x^{2}+x+1$ | 72 | 64 |


| Irreducible polynomial | Number of <br> XOR gates | Number of AND <br> gates | Irreducible polynomial | Number of XOR <br> gates | Number of AND <br> gates |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $x^{8}+x^{7}+x^{5}+x+1$ | 71 | 64 | $x^{8}+x^{7}+x^{4}+x^{3}+x^{2}+x+1$ | 69 | 64 |
| $x^{8}+x^{7}+x^{3}+x+1$ | 72 | 64 | $x^{8}+x^{6}+x^{4}+x^{3}+x^{2}+x+1$ | 69 | 64 |
| $x^{8}+x^{5}+x^{3}+x+1$ | 71 | 64 | $x^{8}+x^{5}+x^{4}+x^{3}+x^{2}+x+1$ | 74 | 64 |
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