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Abstract 

The existing physical layer security schemes, which are based on the key generation model and the wire-tap chan-
nel model, achieve security by utilizing channel reciprocity entropy and noise entropy, respectively. In contrast, we 
propose a novel secure transmission framework that combines noise entropy with reciprocity entropy, achieved 
by inserting reciprocity entropy into the frozen bits of polar codes. Note that in real-world scenarios, when eaves-
droppers employ polynomial-time attacks, the bit error rate (BER) increases due to the introduction of computa-
tional entropy. To achieve indistinguishability security, we convert the practical physical layer security metric, BER, 
into the average min-entropy, a widely accepted concept in cryptography. The simulation results demonstrate 
that the eavesdropper’s BER can be significantly increased without compromising the communication performance 
of the legitimate receiver. Under concrete parameters we selected, when compared to the joint scheme of physi-
cal layer key generation and one time pad, the modular semantically-secure scheme based on the wire-tap channel 
model, and the simple channel entropy combination scheme, our scheme achieves a message rate approximately 1.2 
times, 3.8 times, and 1.4 times better, respectively. Experimental testing validates the feasibility of our scheme.

Keywords Secure transmission framework, Entropy combination, Polar codes, Physical layer security

Introduction
With the imminent arrival of the 6th generation wireless 
systems (6  G), secure transmission has become one of 
the core technologies in the field of cybersecurity. While 
upper-layer cryptographic algorithms are currently the 
most widely adopted solution, they often lack protective 
mechanisms for the physical layer itself (Sanenga et  al. 
2020). In response to this scenario, physical layer secu-
rity has been introduced as a supplement of protection to 
conventional encryption techniques by making use of the 

random nature of wireless transmission media for ensur-
ing communication secrecy (Liu et al. 2016). By introduc-
ing additional protective measures at the physical layer, 
overall security is enhanced, posing greater challenges 
for potential attackers attempting to breach the security 
defenses. According to the security resources used, exist-
ing physical layer secure transmission schemes can be 
divided into schemes based on the key generation model 
and schemes based on the wire-tap channel model (Hong 
2020).

The key generation model was proposed by Mau-
rer (1993). In Hershey et  al. (1995) proposed to use the 
characteristics of wireless channels to generate the key. 
Wireless channels with short-term reciprocity, time vari-
ability and spatial decorrelation can provide the chan-
nel reciprocity entropy required for key generation. The 
typical process of the key generation model includes four 
steps: channel measurement, quantization, information 
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reconciliation, and privacy amplification (Guyue et  al. 
2014). In Li et  al. (2020) provided an investigation on 
secure transmission achieved by one time pad and key 
generation from wireless channels.

The wire-tap channel model was constructed by Wyner 
(1975) in 1975, which assumes that the main channel 
between legitimate communication parties (Alice and 
Bob) is less noisy than the wire-tap channel to limit the 
amount of information obtained by the eavesdropper 
(Eve) (Hu and Li2014). When the quality of the main 
channel is better than that of the wire-tap channel, 
semantic security can be achieved by properly encoding 
the information sent by Alice. In modular semantically-
secure schemes based on the wire-tap channel model 
(Bellare et  al. 2012a, 2012b; Sharifian et  al. 2017), the 
secure coding module guarantees security, and the error 
correction coding module ensures reliability.

The above schemes achieve security with large loss of 
message rate. It is an interesting problem whether secu-
rity resources of the channel can be used more systemati-
cally and comprehensively to improve the message rate.

Related work
Error-correcting codes can be employed for the design 
of encryption schemes. The first code-based encryption 
scheme was pioneered by McEliece (1978). Subsequent 
research has seen several improvements based on this 
scheme (An et al. 2021). These schemes primarily empha-
size the protection of message confidentiality while 
sacrificing the capability to correct errors in the commu-
nication channel. Conversely, our scheme achieves a dual 
objective of error correction and security.

In addition to modular semantically-secure schemes, 
another category of secure schemes based on the wire-
tap channel model is code-based schemes (Wu et  al. 
2018). In practical applications, commonly used codes 
for physical layer security include low-density parity-
check codes, polar codes, and lattice codes. Unlike our 
approach, these error-correcting codes require specific 
design considerations to efficiently leverage channel 
capacity, ultimately achieving the security goals of the 
scheme.

As of the year 2022, existing wire-tap coding schemes 
are generally information-theoretically secure. In Ishai 
et al. (2022) proposed a wire-tap coding scheme achiev-
ing computational security based on Ideal Obfuscation 
in the Oracle model. However, this scheme is merely a 
theoretical construction and lacks practical applicability. 
In Ishai et  al. (2023) further developed a wire-tap cod-
ing scheme achieving computational security based on 
Indistinguishability Obfuscation in the plain model. Nev-
ertheless, the practical usability of the scheme remains a 
challenge.

Based on the key generation model, Lu et  al. (2018) 
designed a physical layer encryption algorithm based 
on the frozen bits of polar codes and chaotic sequences 
in 2018. In Lu et al. (2019) further studied the influence 
of different numbers of encrypted frozen bits and pro-
posed a physical layer encryption algorithm based on 
partial frozen bits of polar codes and AES encrypter. 
These schemes measure security using bit error rate 
(BER), which lacks formal security assessment. Further-
more, they do not employ an extractor to extract channel 
noise entropy after inserting the key into the frozen bits, 
thus missing the opportunity to utilize noise entropy for 
ensuring secure message transmission.

In Kim et  al. (2014) proposed a secure information 
transmission scheme with a secret key based on polar 
coding. Our proposal differs from theirs in the following 
aspects.

• Design concept Our goal is to leverage the security 
gains provided by polar codes. The security of Kim 
et al. (2014) actually comes from pre-processing mes-
sages with the key. Not inserting the key into the fro-
zen bits already guarantees security, while inserting 
the fixed key into the frozen bits would reduce secu-
rity. This is because the polarization of polar codes is 
not perfect in the scenario of finite code length, the 
attacker can obtain some information about the key 
by decoding the codeword, and the key can be recov-
ered when enough packets are accumulated.

• Security resources Our security resources are derived 
from physical channels and represented by entropy. 
We achieve indistinguishability (IND) security by 
establishing a connection between BER and security 
parameters while demonstrating efficiency through 
the message rate. The security resources in Kim et al. 
(2014) are derived from upper-layer symmetric cryp-
tography, and the security of polar codes and pre-
processing are considered separately.

Our contributions
In this paper, we design a computational secure transmis-
sion framework by utilizing the structure of polar codes 
(Arikan 2009). Our contributions are summarized as 
follows.

Combine Channel Reciprocity Entropy and Noise 
Entropy We use the reciprocity entropy provided by the 
inherent randomness of the transmission channel to gen-
erate the key, and insert the key after information rec-
onciliation into the frozen bits of polar codes. The polar 
coding module can combine channel reciprocity entropy 
and noise entropy to solve the current situation that the 
amount of reciprocity entropy extraction is insufficient or 
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the assumption of noise entropy is not satisfied in some 
scenarios.

Enhance Channel Entropy by Introducing Compu-
tational Entropy In this paper, we take into account 
adversaries with polynomial-time attack capabilities. 
Assuming the adversary employs the best attack algo-
rithm, such as first performing an exhaustive search on 
some key bits, and then using the successive cancella-
tion list (SCL) decoding algorithm with the assistance 
of known key bits. The adversary reduces the BER at the 
expense of computational complexity, thereby decreas-
ing the average min-entropy. In this process, compared 
to computationally unbounded adversaries, the intro-
duction of computationally bounded adversaries’ com-
putational entropy enhances the reciprocity entropy and 
noise entropy within the channel.

From BER to Security Parameters We seamlessly con-
nect the physical layer security metric BER, the infor-
mation theory metric average min-entropy, and the 
entropy-based secure module, forming a cohesive link 
between BER and security parameters. Furthermore, we 
propose a BER-influence model after the secret key is 
inserted into the frozen bits of polar codes. In the analy-
sis of simulation results, a set of heuristic rules is derived, 
which is subsequently employed to determine the selec-
tion of scheme parameters required to achieve the target 
security level.

Compact Information Reconciliation Method We pro-
pose a compact information reconciliation method that 
utilizes secure transmission to reduce the amount of 
information leakage caused by the information recon-
ciliation step. Specifically, we securely encode some bits 
of the syndrome of the key required by the next mes-
sage packet together with the current message packet to 
reduce the amount of leakage caused by the direct trans-
mission of the syndrome.

Preliminaries
Polar codes
Polar codes, introduced by Arikan (2009), are the first 
error-correcting codes that provably achieve the capac-
ity for any discrete memoryless channel. In order to bet-
ter mine the security characteristics of polar codes, the 
related knowledge of polar codes, including polarization, 
encoding and decoding, is introduced.

Channel polarization
A polar code with a code length of N employs N inde-
pendent copies of channel W to perform channel com-
bining and channel splitting operations, resulting in the 
creation of N bit channels. As the code length increases, 
the bit channels exhibit two distinct extremes: some bit 
channels evolve into noiseless and reliable channels with 

a channel capacity approaching 1, while the remaining 
bit channels transform into entirely noisy and unreliable 
channels with a channel capacity nearing 0. Furthermore, 
as the code length N tends towards infinity, the propor-
tion of reliable channels aligns with the channel capacity 
of channel W.

Polar encoding
Code constructions in this paper will be carried out in 
vector spaces over the binary field. The vector u of length 
N is denoted as u = [u1,u2, · · · ,uN ] , and the matrix 

GN =
1 0
1 1

⊗n

 , where N = 2n , with ⊗ representing the 

Kronecker product. The vector u is polar transformed to 
obtain the codeword c = uGN .

In non-systematic polar encoding with a code length 
of N and a message length of K, the vector u = {uA,uAc } 
where A ⊂ {1, · · · ,N } , uA represents the message m of 
length K, and uAc represents the frozen bits (default 0 ) of 
length (N − K ) that have been pre-agreed upon by both 
legitimate parties. The elements in the set A correspond 
to the indices of K reliable bit channels following chan-
nel polarization, whereas the elements in the set Ac cor-
respond to the indices of (N − K ) unreliable bit channels. 
The codeword c can be expressed as c = uAGA + uAcGAc , 
where GA and GAc denote the submatrices of GN formed 
by the rows with indices in A and Ac , respectively.

Polar decoding
Typical polar decoding algorithms include the successive 
cancellation (SC) decoding algorithm (Arikan 2009) and 
the successive cancellation list (SCL) decoding algorithm 
(Tal and Vardy 2015; Balatsoukas-Stimming et al. 2015). 
The SCL decoding algorithm is an enhancement of the 
SC decoding algorithm, capable of storing up to L candi-
date paths during the decoding process, thereby reducing 
the probability of path errors. Tal and Vardy (2015) show 
that the decoding performance is very close to that of a 
ML decoder by setting an appropriate maximum path L. 
Their simulation results are reproduced in Fig. 1, but in 
a binary symmetric channel (BSC) with crossover prob-
ability p.

Key generation model
Physical layer key generation aims to achieve swift 
updates of wireless keys without relying on key deriva-
tion, accomplished through the utilization of shared 
random sources (Zhang et  al. 2016). This research can 
be traced back to the key generation model initially pro-
posed by Maurer (1993). Hershey et al. (1995) later pro-
posed utilizing the characteristics of wireless channels for 
key generation.
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The key generation model is illustrated in Fig.  2. 
Alice and Bob are legitimate users, and Eve represents 
the eavesdropper. In this model, Alice and Bob meas-
ure their common channel and will get noisy but cor-
related observations hAB and hBA . Key generation 
typically operates in time-division duplex mode, where 
all users operate on the same frequency. This ensures 
that the uplink and downlink channels are reciprocal, 
resulting in Alice and Bob obtaining roughly the same 
key. The time variability of the channel allows Alice and 
Bob to generate distinct keys during different time peri-
ods, facilitating timely key updates and ensuring ran-
domness. Spatial decorrelation signifies that when Eve 
is located more than one half-wavelength away from 
either user, her measurements, denoted as hAE and hBE , 
exhibit no correlation with the measurements of Alice 
and Bob (Zhang et al. 2016).

The typical process of the key generation model 
includes four steps: channel measurement, quantiza-
tion, information reconciliation and privacy amplifica-
tion (Guyue et al. 2014).

• Channel Measurement Alice and Bob measure some 
characteristics of the channel by sending pilot signals 
to each other to obtain the time-varying value of the 
wireless channel between them. At present, common 
wireless channel characteristic parameters include 
received signal strength indication (RSSI), channel 
state information (CSI), channel phase (CP), and 
envelope.

• Quantization Convert the measured value into a 
string of key bits using different quantization meth-
ods. Quantization algorithms can generally be 
divided into two categories: lossy quantization and 
lossless quantization (Mathur et  al. 2008; Nasrabadi 
and King 1988). It’s worth noting that the key disa-
greement rate between Alice and Bob is approxi-
mately 0.09 (Zhang et al. 2016).

• Information Reconciliation Use the reconciliation 
protocol in a public noise-free channel to discard or 
correct inconsistencies in the key bits generated by 
Alice and Bob. The commonly used information rec-
onciliation methods mainly include Cascade method 
(Brassard and Salvail 1993; Zhihua 2016) and error-
correcting codes (Bloch et al. 2008; Ye et al. 2010).

• Privacy Amplification Discard partially consistent 
bits or perform some kind of bit transformation to 
strengthen the key, increase the entropy of the key 
and hide partial information that may be obtained 
by eavesdroppers during information reconciliation. 
The existing privacy amplification methods mainly 
include general hash functions and extractors (Ben-
nett et al. 1995).

Wire‑tap channel model
The main idea of the wire-tap channel model is that when 
the quality of the main channel is better than that of the 
wire-tap channel, information can be securely transmit-
ted by designing a certain encoding method. In 1975, 
Wyner proposed the wire-tap channel model from the 
physical layer for the first time (Wyner 1975). Csiszár 
and Korner (1978) extend it to non-degraded discrete 
memoryless broadcast channels. As shown in Fig. 3, the 
main channel and the wire-tap channel are separated, 
and there is some noise interference in the main channel. 
When the noise entropy of the main channel is smaller 
than that of the wire-tap channel, semantic security can 
be achieved by properly encoding the message sent by 
Alice.

Modular semantically‑secure transmission schemes based 
on the wire‑tap channel model
The current modular semantically-secure transmission 
schemes (Bellare et al. 2012, 2012; Sharifian et al. 2017) 

Fig. 1 Frame Error Rate of a length N = 1024 , rate 1/2 polar code 
under various list sizes

Fig. 2 Key generation model
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based on the wire-tap channel model employ crypto-
graphic primitives in the secure coding module to ensure 
security, and utilize error-correcting codes in the error 
correction coding module to guarantee reliability. These 
two modules operate independently.

Framework
The framework of modular semantically-secure trans-
mission schemes based on the wire-tap channel model is 
shown in Fig. 4.

Alice sends a message packet m , which is transformed 
into x through secure encoding. Following error correc-
tion encoding, x is further encoded into a codeword c , 
which is subsequently transmitted over noisy channels.

Bob receives y = c + e , where e represents the noise 
in Bob’s channel. After error correction decoding and 
secure decoding, the correct message m is obtained.

Eve receives y′ = c + e′ , where e′ represents the noise 
in the wire-tap channel, i.e., e′ > e > 0 . Therefore, after 
Eve obtains y′ , x still retains some amount of entropy, 
which is measured by the average min-entropy H̃∞(x|y′) . 
Cryptographic primitives used in secure encoding can 
guarantee that the advantage of Eve getting any informa-
tion about the message packet m is negligible.

RItE scheme
The RItE scheme proposed by Bellare et al. (2012) is a 
typical representative of modular semantically-secure 
schemes that can achieve secrecy capacity. For a single 
message packet, Bellare et al. define two functions Ext 
and Inv, and then illustrate that Ext is an extractor and 
Inv is its efficient inverse process.

Definition 1 (A function Ext) {0, 1}K × {0, 1}K → {0, 1}Lsec . 
For s ∈ {0, 1}K \ 0K  , x ∈ {0, 1}K  , then Ext(s, x) = (s ⊙ x)|Lsec , 
where K-bit strings can be interpreted as elements of the 
finite field GF(2K ) , ⊙ represents multiplication opera-
tions over GF(2K ) , and |Lsec represents the first Lsec bits of 
the string.

Definition 2 (A function Inv) {0, 1}K × {0, 1}K−Lsec×

{0, 1}Lsec → {0, 1}K  . For s ∈ {0, 1}K \ 0K  , r ∈ {0, 1}K−Lsec , 
m ∈ {0, 1}Lsec , then Inv(s, r,m) = s−1 ⊙ (m�r) , where 
K-bit strings can be interpreted as elements of the finite 
field GF(2K ) , ⊙ represents multiplication operations over 
GF(2K ) , and s−1 represents the multiplicative inverse of s 
in GF(2K ).

Fig. 3 Wire-tap channel model

Fig. 4 Framework of modular semantically-secure transmission schemes based on the wire-tap channel model
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Lemma 1 (Imported from Bellare et al. (2012), Lemma 
10) For all α ∈ (0, 1] , all Lsec ≤ K − 2 log(1/α)+ 2 , the 
function Ext is an (Lsec + 2 log(1/α)− 2,α)-extractor, 
and the function Inv is an efficient inverse process of Ext.

Remark 1  A function Ext : {0, 1}K × {0, 1}K → {0, 1}Lsec is  
an (Lsec + 2 log(1/α)− 2,α)-extractor if SD((Ext(s, x), y′, s);
(u, y′, s)) ≤ α for all pairs of (correlated) random 
variables (x, y′) over {0, 1}K × {0, 1}N with H̃∞(x|y′) ≥

Lsec + 2 log(1/α)− 2 , where SD represents the 
statistical distance between random variables, and 
additionally s and u are uniform on {0, 1}K  and {0, 1}Lsec , 
respectively.

The processes of the RItE scheme for the sender and 
receiver are shown in Algorithm  1 and  2, respectively. 
The notation $

←− signifies the operation of selecting an 
element at random from a set, while Lsec

←−− indicates that 
the bit string is grouped by Lsec bits. In this scheme, a 
message M is divided into Lsec-bit message packets, with 
a total of Q packets. E : {0, 1}K → {0, 1}N represents 
error correction encoding, and D : {0, 1}N → {0, 1}K  rep-
resents error correction decoding.

Algorithm 1 ERItE(M)

Algorithm 2 DRItE(Y)

Bellare et  al. point out that the RItE scheme achieves 
semantic security if the channel is symmetric, Inv is the 
inverse process of an (Lsec + 2 log(1/α)− 2,α)-extractor, 
and the average min-entropy of a single message packet 

H̃∞(x|y′) ≥ Lsec + 2 log(1/α)− 2 , where α is the secu-
rity parameter such as 2−128 . According to Lemma  1, it 
can be known that the K-bit secure encoding output 
obtained through the inverse process of the extractor can 
ensure the security of the Lsec-bit message packet, where 
Lsec = ⌊H̃∞(x|y′)− 2 log(1/α)+ 2⌋ . In other words, 
cryptographic primitives used in secure encoding can 
guarantee that the advantage of Eve getting any informa-
tion about the message packet m is negligible.

In the RItE scheme, the average min-entropy of x in 
the wire-tap channel is guaranteed by the noise entropy 
based on the assumptions of the wire-tap channel model. 
It is essential to stress that the error-correcting code in 
this scheme is dedicated solely to error correction and 
lacks the capacity to offer security assurances.

Our framework
To address the current issue of inadequate reciproc-
ity entropy or noise entropy, the most straightforward 
approach is to combine these two types of entropy. A 
simple channel entropy combination scheme we can 
think of is: taking the polar code-based secure transmis-
sion scheme (Wu et al. 2018) as an example, the message 
can be XORed with the reciprocity entropy and then 
inserted into bit channels with good reliability for both 
Bob and Eve. This increases the secrecy capacity, which 
was originally assured solely by noise entropy. This sec-
tion specifically delves into the scenario of inserting reci-
procity entropy into the frozen bits of polar codes.

An outline of our framework
Our secure transmission framework for a single message 
packet is shown in Fig. 5. We use polar codes to combine 
secure coding with error correction coding, achieving 
secure and reliable transmission between the sender and 
receiver.

The key extracted by Alice and Bob from the channel 
and after information reconciliation is denoted as k , and 
it is inserted into the frozen bits of polar codes. Simulta-
neously, the key eavesdropped by Eve is represented as k ′.

Alice sends a message packet m , which is transformed 
into x through secure encoding. Following polar encod-
ing, x is further encoded into a codeword c , which is sub-
sequently transmitted over noisy channels.

Bob receives y = c + e , where e represents the noise in 
Bob’s channel. Since the key inserted into the frozen bits 
has no effect on Bobâ€™s decoding ability, Bob obtains 
the correct message after polar decoding and secure 
decoding. Polar codes play a role in correcting errors in 
the channel.
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Eve receives y′ = c + e′ , where e′ represents the 
noise in Eve’s channel, i.e., e′ > 0 . For Eve, the key 
bits in the frozen bits that it does not know increase 
its BER. Then, according to the relationship between 
the average min-entropy and BER given by Sason and 
Verdú (2017), we calculate the average min-entropy 
H̃∞(x|y′) = ⌊−K log(1− pE)⌋ , where K represents the 
length of x , and pE represents Eve’s BER. Same as the 
modular semantically-secure transmission based on the 
wire-tap channel model, cryptographic primitives used 
in secure encoding can guarantee that the advantage of 
Eve getting any information about the message packet m 
is negligible. Polar codes not only serve for error correc-
tion but also provide the required average min-entropy 
for secure coding.

In other words, with a given security parameter α 
and the (N,  K)-polar code, the length of the frozen bits 
is (N − K ) . Therefore, the length of the key that can be 
inserted into the frozen bits after information reconcili-
ation is denoted as Lk , where 0 < Lk ≤ N − K  . The key 
bits in the frozen bits that Eve does not know increase 
its BER. The average min-entropy is calculated based on 
Eve’s BER. Then, the length of the message packet m that 
can achieve security is determined. Note that when Eve 
is computationally bounded, the calculated value based 
on BER is computational average min-entropy, and the 
achieved security is computational security.

Detailed description
In this subsection, we refer to the secure coding mod-
ule in the RItE scheme to provide an instantiated 
scheme within our framework. This scheme comprises 
four main components: increase Eve’s BER by combin-
ing channel entropy and computational entropy using 
polar codes, generate a consistent key between Alice 
and Bob after information reconciliation, implement 
secure coding based on Eve’s BER and accomplish 
information reconciliation compactly. The processes 
for the sender and receiver are shown in Algorithm  3 
and 4, respectively.

Algorithm 3 E(M)

Fig. 5 Our secure transmission framework for a single message packet
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Algorithm 4 D(Y)

Increase Eve’s BER by Combining Channel Entropy and 
Computational Entropy Using Polar Codes We denote 
PE : {0, 1}K × {0, 1}Lk → {0, 1}N as the polar encod-
ing for K-bit x with Lk-bit key inserted into the frozen 
bits and PD : {0, 1}N × {0, 1}Lk → {0, 1}K  as its decod-
ing. Due to the structure of polar codes, Eve’s BER will 
increase after executing PE. Configuring the parameters 
as follows: (N,  K)-polar code, pB (the BER of the legiti-
mate channel), pE0 (the original BER of the eavesdrop-
ping channel) and H0 (the minimum value of the key’s 
entropy for achieving security). These settings ensure 
that Bob can decode correctly while maintaining Eve’s 
BER at pE . The pE is the combined result of the origi-
nal noise in the eavesdropping channel, the randomness 
of the key inserted into the frozen bits and the compu-
tational entropy introduced by Eve’s attack algorithm. 
In our scheme, Alice and Bob employ physical layer key 
generation to obtain a consistent key, insert the key into 
the frozen bits of polar codes, and realize the combina-
tion of channel entropy and computational entropy to 
increase Eve’s BER.

Generate A Consistent Key Between Alice and Bob after 
Information Reconciliation In our scheme, the consistent 
key used by Alice and Bob is not necessarily uniformly 
random; thus, it can be obtained through the first three 
steps of physical layer key generation without the need 
for privacy amplification. For simplicity, we assume that 
Alice and Bob have generated a consistent key k0 with an 
entropy of H0 bits and a length not exceeding (N − K ) 
bits. We can amortize its impact on the message rate to 
essentially zero by transmitting a large number of message 

packets. Note that the generated k0 by Alice and Bob 
must be consistent; otherwise, it is equivalent to insert-
ing keys unknown to Bob into the frozen bits of polar 
codes. In such a scenario, Bob’s position is comparable to 
Eve. After executing algorithm PE, Bob’s BER increases, 
compromising the guarantee of correct message trans-
mission. Skipping the specific steps, we denote KeyGen2 
as the interface that provides Alice (Bob) with a Lk-bit 
long key, represented as kA(kB) after quantization. Under 
the assumption that the distance between Eve and either 
legitimate user is greater than one half-wavelength, it can 
be considered that the Lk-bit kA(kB) is uniformly random 
(Zhang et  al. 2016), meaning it possesses an entropy of 
Lk bits. However, due to the imperfection of the channel 
reciprocity, the key disagreement rate between kA and kB 
is about 0.09 (Zhang et al. 2016). To ensure consistency, 
Alice generates a syndrome for kA using the function 
Syn : {0, 1}Lk → {0, 1}Lsyn and transmits it to Bob through 
a public noise-free channel. Bob, in turn, employs both 
kB and the syndrome received from Alice to reconstruct 
kA using the function Rec : {0, 1}Lk × {0, 1}Lsyn → {0, 1}Lk . 
Without loss of generality, it can be assumed that the 
Syn is optimal, so that the length of the syndrome 
can be limited to Lsyn = ⌈Lk(1/C0.09 − 1)⌉ bits, where 
C0.09 is the capacity of the BSC with crossover prob-
ability 0.09. Specifically, C0.09 can be calculated as: 
C0.09 = 1+ 0.09 log 0.09+ (1− 0.09) log(1− 0.09)  . 
Unfortunately, the syndrome can be eavesdropped by 
Eve. Considering that the upper bound of the leaked 
information is equal to the syndrome’s length, the 
entropy of the key will be reduced to (Lk − Lsyn) bits. 
As a result, the entropy of the consistent key may not 
be sufficient to increase Eve’s BER to meet the average 
min-entropy required for secure transmission. We will 
propose a compact information reconciliation method to 
address this problem in the following.

Implement Secure Coding Based on Eve’s BER The 
crossover probabilities of the legitimate channel and 
the eavesdropping channel are denoted as pB and 
pE0 , respectively. In this scenario, error-correcting 
codes are used to correct errors in the legitimate 
channel, and at the same time, the BER of Eve will be 
increased to pE . We can state that the average min-
entropy of the K-bit random string x for Eve after 
receiving y′ is ⌊−K log(1− pE)⌋ bits, and Bob can cor-
rectly recover x . In the secure encoding module, the 
Lsec-bit secret string and the Lr-bit random string 
r are input into Inv to obtain the secure codeword x , 
where Lsec = ⌊−K log(1− pE)⌋ − 2 log(1/α)+ 2 and 
Lr = K − Lsec . By inputting x into Ext, Bob can get 
the secret string. Meanwhile, Eve cannot obtain any 
information about it (with security parameter α ). 
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In conclusion, Lsec bits can be securely transmitted 
between Alice and Bob using the K-bit x.

Accomplish Information Reconciliation Compactly Our 
scheme reduces the amount of information leakage dur-
ing the information reconciliation process. In order to 
ensure that the entropy of the consistent key obtained 
by Alice and Bob after information reconciliation is not 
less than H0 bits, it may be necessary to securely trans-
mit some bits of the syndrome. Specifically, we denote 
the first max(H0 − (Lk − Lsyn), 0) bits of the syndrome 
(where Lk is the length of kA[i] and kB[i] , Lsyn is the length 
of kA[i] ’s syndrome) as syns , which must be securely 
transmitted. The last (Lsyn − Lsyns) bits of the syndrome 
Syn(kA[i]) , which we denote as Syn(kA[i])

∣∣Lsyn−Lsyns , 
will be transmitted directly. We set the size of message 
packet as B = Lsec − Lsyns bits and denote the concat-
enation of the i− th message packet and the first Lsyns 
bits of kA[i + 1] ’s syndrome as m[i]�Syn(kA[i + 1])|Lsyns . 
Then Alice uses Inv for secure encoding to obtain x[i] 
and executes PE(x[i], kA[i]) to ensure the secure trans-
mission of the message packet m[i] and the first Lsyns 
bits of kA[i + 1] ’s syndrome. To accomplish the infor-
mation reconciliation of kA[i + 1] , Bob executes the 
Rec(kB[i + 1], syns[i + 1]�y2[i + 1]) . Therefore, legiti-
mate users can obtain a consistent key kA[i + 1] with an 
entropy of no less than H0 bits. It is worth noting that, to 
maintain key consistency, we propose two error correc-
tion mechanisms to ensure correct transmission without 
leaking redundant information to Eve. (1) Error Correc-
tion Encoding of Keyâ€™s Syndrome Bits: We apply error 
correction encoding to the key’s syndrome bits before 
transmission. This method is suitable for scenarios with 
significant channel quality fluctuations, as the introduc-
tion of redundancy enhances resilience against channel 
noise. (2) Retransmission Mechanism: Since keys cannot 
be reused, retransmission requires the extraction of the 
key anew from the channel. We perform cyclic redun-
dancy check (CRC) on the key’s syndrome bits before 
transmission. Upon reception, if Bob identifies that the 
syndrome bits did not pass the check, both parties rene-
gotiate the key. This approach is effective in scenarios 
with minor channel quality fluctuations.

Security analysis
In this section, we analyse the security of the key genera-
tion model and our scheme.

Security of the key generation model
The main idea of the key generation model is that 
legitimate communication parties leverage the physi-
cal characteristics of the channel, such as reciprocity, 
time variability, and spatial decorrelation, to generate 

consistent, random, and secure keys. The key generation 
process at the physical layer involves channel measure-
ment, quantization, information reconciliation, and pri-
vacy amplification. In our scheme, we do not perform 
privacy amplification during the key generation phase 
but achieve a similar effect during information transmis-
sion using an information-theoretic extractor.

In the measurement step, according to the conclu-
sion in reference (Zhang et al. 2016), when Eve is located 
more than one half-wavelength away from either user, 
the eavesdropping channel is considered uncorrelated 
with the legitimate channel, indicating that this process 
involves no information leakage. Quantization is per-
formed locally by Alice and Bob, with no information 
leaked to Eve. The information reconciliation process 
typically involves the use of error correction codes. For 
example, Alice sends the syndrome bits of kA to Bob. 
Upon reception, Bob corrects kB based on these syn-
drome bits. Although this reconciliation process leaks 
information about the key, the disclosed amount does 
not exceed the information sent during the reconciliation 
process, such as the length of the syndrome bits. We also 
use the length of the syndrome bits as an upper bound 
for the leaked information. To reduce information leak-
age, we divide the syndrome bits into two parts. One part 
is transmitted directly, contributing to the information 
leakage equal to the length of this part. The other part 
is securely transmitted along with the previous mes-
sage packet, causing no information leakage. This divi-
sion serves to minimize the overall information leakage 
during the information reconciliation process, ensuring 
that both parties have sufficient entropy in the key used 
for inserting frozen bits. It is crucial to note that, in this 
process, we should employ appropriate error correction 
mechanisms to guarantee the correct transmission of 
both parts of the syndrome bits, thereby ensuring that 
Alice and Bob negotiate a consistent key.

In our scheme, after information reconciliation, keys 
with sufficient entropy are inserted into the frozen bits of 
polar codes. By leveraging the BER-influence model, we 
can deduce Eve’s BER. Subsequently, we seamlessly con-
nect the physical layer security metric (BER), the infor-
mation theory metric (average min-entropy), and the 
entropy-based secure module, forming a cohesive link 
between BER and security parameters. Detailed security 
analysis is provided in the following subsection.

Security of our scheme
BER-Based Computational Average Min-Entropy

When inserting a key into the frozen bits of polar code, 
the adversary may employ the following three attack 
strategies: 
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(1) The information set decoding (ISD) algorithm is 
employed; however, this algorithm is designed 
for random codes and requires that the Hamming 
weight of the error vector is less than the minimum 
distance of the code.

(2) The currently best decoding algorithm for mes-
sages, the SCL algorithm, is employed, which has 
a complexity of O(N logN ) . However, its decoding 
performance decreases as the number of keys bits 
increases.

(3) An exhaustive search is performed on a portion of the 
key bits, followed by the combination with the SCL 
decoding algorithm. The complexity of this algorithm 
is O(2Hsk · N logN ) , where Hsk represents the key’s 
entropy under exhaustive search. In other words, the 
attack complexity is mainly determined by the exhaus-
tive search algorithm. Additionally, since only a portion 
of the key bits is being searched, it’s necessary to com-
bine the results with the SCL algorithm for attacking 
the message bits. Therefore, it’s not feasible to leverage 
algorithms like meet-in-the-middle to accelerate the 
exhaustive search.

In this paper, we make the assumption that for compu-
tationally bounded adversaries, the BER after employing 
the best attack algorithm is denoted as pE.

Definition 3 (BER-Based Computational Aver-
age Min-Entropy) The BER-based computa-
tional average min-entropy can be calculated as 
H̃c
∞(x|y′) = ⌊−K log(1− pE)⌋ , where K represents the 

length of x . In other words, for any computationally 
bounded adversary, the uncertainty of x given y′ is no less 
than H̃c

∞(x|y′).

Secure Transmission Bellare et  al. (2012) provided 
the definition of semantic security against unbounded 
adversaries. In cryptography, the common assumption 
of adversaries being computationally bounded should 
result in improved feasibility outcomes. We define the 
indistinguishability (IND) and IND for random messages 
(IND-R) of secure transmission against probabilistic pol-
ynomial-time (PPT) adversaries.

Definition 4 (IND of Secure Transmission) A trans-
mission scheme T = (E ,D) achieves indistinguishabil-
ity for a pair of noisy channels (ChB, ChE) and message 
space M = {0, 1}Lsec if there exists negligible functions 
ǫ(�),µ(�) such that

(1) Correctness: for all messages m ∈ M , 
Pr[D(1�,ChB(E(1�,m))) = m] ≥ 1− ǫ(�)

(2) Security: for all PPT adversaries A and all 
m0,m1 ∈ M,

Definition 5 (IND-R of Secure Transmission) 
T = (E ,D) achieves indistinguishability for random 
messages on M = {0, 1}Lsec for a pair of noisy channels 
(ChB, ChE) if there exists negligible functions µ(�) such 
that for all PPT adversaries A,

 where uLsec and u′
Lsec

 are uniformly distributed over M.

IND-R of Our Scheme Let’s first analyze the IND-R 
security of our scheme, specifically its security when 
messages come from a random distribution. Then, we can 
derive the security of the scheme for messages from any 
distribution based on the relationship between IND-R 
and IND security.

Lemma 2 Let the BSC ChE ensure that the BER of 
guessing x from ChEN (PE(x, k)) for any PPT adver-
sary is not less than pE , where x is uniformly distrib-
uted over {0, 1}K  , and ChEN (·) represents the independ-
ent use of ChE N times. Then for transmission scheme 
E : {0, 1}Lsec → {0, 1}N defined in Algorithm 3, there is

Proof  The game sequences used in the proof are illustrated 
in Fig. 6. In Game 0, the challenger chooses a uniformly 
random message m and calculates the N-length codeword c . 
The adversary A gets y′ , the seed s , and m . In Game 2, A gets 
y′′ which is independent of m , the seed s , and m . We claim 
that AdvIND−R

E ,A
(1�) = |Pr[(Game 0) = 1] − Pr[(Game 2) = 1]| . 

In Game 1, we first sample x uniformly at random from 
{0, 1}K and then set m to Ext(s, x) . The output distribution 
of Game 1 and Game 0 are identical because of the regularity 
of Ext.
The BER of guessing the uniformly random x 
from y′ is pE , then the computational average 
min-entropy of x based on y′ is ⌊−K log(1− pE)⌋ 
from Definition  3. According to Lemma  1, Ext is a 
(⌊−K log(1− pE)⌋, 2

−
⌊−K log(1−pE )⌋−Lsec

2 −1)-extractor, we 
conclude that

Adv
IND
E (1�) = max

A,m0 ,m1

|Pr[A(E(m0)) = 1]

− Pr[A(E(m1)) = 1]|

≤ µ(�).

Adv
IND−R
E

(1�) = max
A

|Pr[A(E(uLsec ),uLsec ) = 1]

− Pr[A(E(u′
Lsec

),uLsec ) = 1]|

≤ µ(�),

Adv
IND−R
E

(1�) ≤ 2−
⌊−K log(1−pE )⌋−Lsec

2 −1.
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IND-R Implies IND

Lemma 3 (Imported from Arikan (2009),  Proposi-
tion 13 and Bellare and Tessaro (2012),  Lemma 5.7) 
Let ChE be a BSC, and let Chs,k : {0, 1}Lsec → {0, 1}N be 
the channel that, given an input m ∈ {0, 1}Lsec , outputs 
ChEN (E(m)) for all k ∈ {0, 1}N−K  and s ∈ {0, 1}K \0K  , 
where E : {0, 1}Lsec → {0, 1}N is defined in Algorithm  3. 
Then Chs,k is symmetric for all s and k.

Lemma 4 For BSC ChE and transmission scheme E defined 
in Algorithm 3, there is AdvIND

E (1�) ≤ 2 · AdvIND−R
E

(1�).

Proof   The IND-R advantage for transmission scheme E 
and any PPT adversary A is

 For the symmetry of Chs,k according to Lemma 3, there is a 
permutation πi,j : {0, 1}

N → {0, 1}N for any i, j ∈ {0, 1}Lsec 
such that Pr[(Chs,k(i)) = v] = Pr[Chs,k(j) = πi,j(v)] for 
any v ∈ {0, 1}N . It’s clearly that there is a δ > 0 such that

Adv
IND−R
E

(1�) = max
A

|Pr[(Game 1) = 1]

− Pr[(Game 2) = 1]|

≤ 2−
⌊−K log(1−pE )⌋−Lsec

2 −1.

(1)

Adv
IND−R
E

= Es max
A

(|Pr[A(Chs,k(uLsec ),uLsec ) = 1]

− Pr[A(Chs,k(u
′
Lsec

),uLsec ) = 1]|)

=
1

2Lsec
Es max

A
(
∑

m

|Pr[A(Chs,k(m)) = 1]

− Pr[A(Chs,k(u
′
Lsec

)) = 1]|)

= Es[δ].

 for any i and j . Then we get Eq. (1).

 �

Theorem  1 is immediately derived by combining 
Lemma 2 and Lemma 4, providing the security analysis 
of our scheme.

Theorem  1 Let the BSC ChE ensure that for any 
PPT adversary, the BER when guessing x from 
ChEN (PE(x, k)) is not less than pE , where x is uniformly 
distributed over {0, 1}K  . Then for the transmission scheme 
E : {0, 1}Lsec → {0, 1}N defined in Algorithm 3, there is

Simulation results
In this section, we provide a concrete example to illus-
trate the advantages of our scheme with real numerical 
values.

δ = max
A

(|Pr[A(Chs,k(i)) = 1]

− Pr[A(Chs,k(u
′
Lsec

)) = 1]|)

= max
A

(|Pr[A(Chs,k(j)) = 1]

− Pr[A(Chs,k(u
′
Lsec

)) = 1]|)

Adv
IND
E = Es max

A,m0,m1

([|Pr[A(Chs,k(m0)) = 1]

− Pr[A(Chs,k(m1)) = 1])

≤ Es max
A

((|Pr[A(Chs,k(m0)) = 1]

− Pr[A(Chs,k(uLsec )) = 1]|)

+ (|Pr[A(Chs,k(m1)) = 1]

− Pr[A(Chs,k(uLsec ))) = 1]|))

= 2 · Es[δ]

= 2 · AdvIND−R
E

.

Adv
IND
E (1�) ≤ 2 · 2−

⌊−K log(1−pE )⌋−Lsec
2 −1.

Fig. 6 Games for the proof of Lemma 2



Page 12 of 17An et al. Cybersecurity            (2024) 7:36 

The polar coding module
The following analysis and explanation illustrate how 
the polar coding module combines channel entropy and 
computational entropy to ensure that Eve’s BER is suf-
ficiently high to meet the average min-entropy require-
ment of the secure coding module.

BER‑influence model
We consider more realistic scenarios of imperfect polari-
zation. Taking the BSC with crossover probability p as 
an example, we propose a BER-influence model after the 
key is inserted into the frozen bits of polar codes, which 
is mainly divided into four aspects: decoding strategy, 
positions of key bits in the frozen bits, the number of key 
bits in the frozen bits and key reuse in the frozen bits. It’s 
important to note that Bob possesses knowledge of the 
key’s value, whereas Eve does not. Hence, the key referred 
to in this subsection pertains to the secret key.

Decoding Strategy When the code length N = 1024 and 
the message length K = 512 , the BER performance after 
Eve and Bob adopt different SCL decoding strategies with 
the key in the frozen bits is shown in Fig. 7.

For Eve, consider two decoding strategies, SCL-Eve-
key-allzero means to decode key bits in the frozen bits 
as an all-zero string. SCL-Eve-key-allmsg represents that 
key bits in the frozen bits are decoded as random mes-
sages. It can be seen that the BER of the second decod-
ing strategy is smaller, that is, Eve’s attack capability is 
stronger, and Eve will adopt this decoding strategy.

For Bob, since Bob knows the value of the key in the 
frozen bits, the key has no effect on the decoding mes-
sage strategy. Therefore, Bob can use the normal SCL 
decoding algorithm with the correct key in the frozen 
bits.

Positions of Key Bits in the Frozen Bits When the code 
length N = 1024 and the message length K = 512 , the 
BER performance of Eve and Bob after inserting key 
bits into different positions of frozen bits is shown in 
Fig. 8.

For Eve, the BER is smaller when key bits are inserted 
into frozen bit channels with “good reliability” than 
when they are inserted into frozen bit channels with 
bad reliability. It should be note that “good reliability” 
refers to relatively good channels among frozen bit 
channels with poor reliability, the same below. It shows 
that, for higher security, the key bits can be placed in 
less reliable frozen bit channels. But considering the 
maximum attack capability of Eve, it can be assumed 
that the key bits are placed in positions where the reli-
ability of the frozen bit channels are “good”.

For Bob, the positions of key bits in the frozen bits have 
no effect on BER, indicating that the positions of key bits 
in the frozen bits do not affect its decoding performance.

The Number of Key Bits in the Frozen Bits When the 
code length N = 1024 and the message length K = 512 , 
the BER performance of Eve and Bob after inserting dif-
ferent numbers of key bits into the frozen bits is shown 
in Fig. 9.

For Eve, the BER increases with the number of key bits 
in the frozen bits. This suggests that for higher security, 
more key bits should be placed in the frozen bits.

For Bob, the number of key bits in the frozen bits 
has no effect on BER, indicating that the number of 
key bits in the frozen bits does not affect its decoding 
performance.

Key Reuse in the Frozen Bits Messages m and m̃ are 
encoded to obtain codewords c = mGA + kGAc and 
c̃ = m̃GA + k̃GAc , respectively. If k = k̃ , Eve can get 

Fig. 7 The BER performance after Eve and Bob adopt different SCL 
decoding strategies with the key in the frozen bits

Fig. 8 The BER performance of Eve and Bob after inserting key bits 
into different positions of frozen bits
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some information about the message through simple 
algebraic operations. Note that for security, the key in the 
frozen bits cannot be reused and must be time-varying.

Combination of reciprocity, noise, and computational 
entropy
To ensure correct message recovery by Bob, the polar 
code must effectively correct errors in Bob’s channel. As 
shown in Fig. 9, when the crossover probability of Bob’s 
channel is set to pB = 0.05 , a polar code with parameters 
N = 1024 and K = 512 demonstrates perfect error cor-
rection capabilities.

Assuming that Eve’s channel noise is the same as Bob’s, 
that is, pE0 = pB = 0.05 . At this time, the noise entropy 
falls within the error correction capability of the polar 
code, so it is necessary to insert a key into the frozen bits 
to increase Eve’s BER for security. As shown in Fig.  9, 
when a 128-bit key is inserted, Eve’s BER is about 0.03, 
corresponding to the computational average min-entropy 
H̃c
∞ = 22 bits; when a 256-bit key is inserted, Eve’s BER 

increases to about 0.41, corresponding to H̃c
∞ = 389 bits. 

This shows that under this parameter configuration, Eve, 
by expending a computational complexity of 2128 to per-
form an exhaustive search on 128-bit key, reduces the 
computational average min-entropy by 367 bits. In this 
scenario, the noise entropy is completely error-corrected 
by the polar code, while the reciprocity entropy and com-
putational entropy contribute to determining the BER.

Assuming that Eve’s channel noise is larger than 
Bob’s, that is, pE0 > pB = 0.05 . As shown in Fig.  9, 
when pE0 = 0.09 , Eve’s BER is about 0.07. At this time, 
a portion of the noise entropy is error-corrected by the 
polar code, while another part contributes to Eve’s BER. 

Moreover, the greater the value of pE0 , the larger the BER 
contributed by the noise entropy. After inserting the key 
into the frozen bits, Eve’s BER will be larger. When a 128-
bit key is inserted, Eve’s BER is about 0.47, corresponding 
to H̃c

∞ = 468 bits; when a 256-bit key is inserted, Eve’s 
BER increases to about 0.48, corresponding to H̃c

∞ = 483 
bits. This shows that under this parameter configuration, 
Eve, by expending a computational complexity of 2128 to 
perform an exhaustive search on 128-bit key, reduces the 
computational average min-entropy by 15 bits. In this 
scenario, a portion of the noise entropy is error-corrected 
by the polar code, while the remaining noise entropy, rec-
iprocity entropy, and computational entropy collectively 
contribute to the BER.

Assuming that Eve’s channel noise is smaller than 
Bob’s, that is, pE0 < pB = 0.05 . As shown in Fig. 9, when 
pE0 = 0.03 , the noise entropy is completely error-cor-
rected by the polar code. Thus, a key needs to be inserted 
into the frozen bits to increase Eve’s BER. A 128-bit key is 
insufficient to increase Eve’s BER as it remains within the 
error correction capability of the polar code. Therefore, 
more key bits need to be inserted. When a 256-bit key is 
inserted, Eve’s BER increases to about 0.1, corresponding 
to H̃c

∞ = 77 bits. This shows that under this parameter 
configuration, Eve, by expending a computational com-
plexity of 2128 to perform an exhaustive search on 128-
bit key, reduces the computational average min-entropy 
by 77 bits. In this scenario, all of the noise entropy and a 
portion of the reciprocity entropy are error-corrected by 
the polar code, while the remaining reciprocity entropy 
and computational entropy contribute to the BER.

Message rate of the scheme
In this subsection, we analyze the message rate of our 
scheme ( E ), the joint scheme of key generation and one 
time pad (KG), the modular semantically-secure scheme 
based on the wire-tap channel model (WC), and the sim-
ple channel entropy combination scheme (SC), denoted 
as RateE , RateKG , RateWC , and RateSC , respectively.

Set pB to 0.05, pE0 to 0.09. As shown in Fig.  9, a 
polar code with N = 1024 and K = 512 perfectly cor-
rects errors in Bob’s channel and reduces Eve’s BER to 
pEWC = 0.07.

In our scheme, for simplicity, we insert a key of length 
Lk = 512 bits with an entropy of H0 = 208 bits. Conse-
quently, the length of the key’s syndrome is calculated 
as Lsyn = ⌈Lk(1/C0.09 − 1)⌉ = 397 bits, and the number 
of syndrome bits that need to be transmitted securely is 
Lsyns = H0 − (Lk − Lsyn) = 93 bits. We set the security 
parameter α of our scheme to 2−80 , which means that 
the entropy of the key obtained by Eve in the exhaustive 
search attack is Hsk = 80 bits. Consequently, the remain-
ing entropy of the key, the part that Eve doesn’t know, is 

Fig. 9 The BER performance of Eve and Bob after inserting different 
numbers of key bits into the frozen bits
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H0 −Hsk = 208− 80 = 128 bits. In this scenario, simu-
lation results indicate that the PE process can increase 
Eve’s BER to pE = 0.47 . Subsequently, we can calculate 
that Lsec = ⌊−K log(1− pE)⌋ − 2 log(1/α)+ 2 = 310 
bits. Therefore, we set the size of the message packet to 
B = Lsec − Lsyns = 217 bits. Given these parameters, the 
message rate of our scheme is

Next, we analyze the message rate of the joint scheme 
of key generation and one time pad when the message 
packet size is B = 217 bits. To ensure correct and secure 
transmission, Alice needs to send the key’s syndrome 
used in the information reconciliation and the error-cor-
recting codeword of the one-time pad result. We denote 
the number of bits quantized by Alice and Bob as LkKG . 
Therefore, the length of the key’s syndrome that Alice 
needs to send during information reconciliation can be 
calculated as LsynKG = ⌈LkKG (1/C0.09 − 1)⌉ , which is also 
the amount of information leakage. In addition, to obtain 
the uniformly random key, 2 log(1/α)− 2 bits of key will 
be reduced in the process of privacy amplification. That is 
to say, LkKG − LsynKG − 2 log(1/α)+ 2 is no less than 217. 
From this, the minimum required value for LkKG is 1664 
bits, and further LsynKG = 1289 bits. We assume that the 
error-correcting code used to ensure the correct trans-
mission of the message is optimal and its rate can reach 
the capacity C0.05 of legitimate channel in our parameter 
setting. To sum up, the message rate of this scheme is

Then, we analyze the secure transmission scheme 
based on the wire-tap channel model. For the modular 
semantically-secure scheme, taking the RItE scheme as 
an example, to protect a message packet with a length 
of B = 217 bits, the average min-entropy of the secure 
codeword x from Eve’s perspective needs to be at least 
h = B+ 2 log(1/α)− 2 = 375 bits. Correspondingly, the 
length of x is LkWC

= ⌈−h/(log(1− pEWC ))⌉ = 3582 bits. 
From the above, the message rate of the RItE scheme is

For the polar code-based secure transmission scheme, 
in contrast to the modular semantically-secure scheme, 
there is no entropy loss introduced by the extractor. If the 
(1024, 512)-polar code is perfectly polarized, the secrecy 
capacity Cs = C0.05 − C0.09 , allowing for the secure trans-
mission of ⌊1024 ∗ Cs⌋ = 153 bits. However, experimen-
tal results indicate that polarization is not perfect, and 

RateE =
B

N + (Lsyn − Lsyns)
= 0.1634.

RateKG =
B

LsynKG + ⌈B/C0.05⌉
= 0.1361.

RateWC =
B

LkWC
/C0.05

= 0.0432.

the available entropy is only ⌊−K log(1− pEWC )⌋ = 53 
bits, which is insufficient for transmitting B = 217 bits 
securely.

Finally, we analyze the simple channel entropy com-
bination scheme. When transmitting a message of size 
B = 217 bits, a reciprocity entropy of 217− 53 = 164 
bits is required. Similar to the key generation scheme, the 
necessary quantization bits amount to LkSC = 1429 bits, 
and the length of information reconciliation syndrome is 
LsynSC = 1107 bits. Additionally, to reduce network traf-
fic, the syndrome required for the next message packet 
can be transmitted within this message packet, with a 
length of LsynSCs = 512− 217 = 295 bits. Then, the mes-
sage rate is

It can be observed that due to imperfect polarization, the 
message rate is lower than that of the joint scheme of key 
generation and one time pad.

In summary, when pB = 0.05 , pE0 = 0.09 , N = 1024 , 
K = 512 , pEWC = 0.07 , α = 2−80 , and B = 217 , the effi-
ciency comparison of the aforementioned four schemes 
are shown in Table 1.

The message rate of our scheme is approximately 1.2 
times that of the joint scheme of key generation and one 
time pad, 3.8 times that of the RItE scheme based on the 
wire-tap channel model, and 1.4 times that of the simple 
channel entropy combination scheme. Under our param-
eter settings, the noise gap between the eavesdropping 
channel and the main channel is small. In the wire-tap 
channel model, security is achieved by accumulating the 
differences in uncertainty between Bob and Eve regard-
ing the transmitted codeword bits in the channel. There-
fore, when the noise gap is small, longer codewords are 
required to accumulate sufficient entropy to protect the 
message. In the key generation model, Alice and Bob 
have previously obtained keys with sufficient randomness 
and approximate consistency. The subsequent operations 
require the transmission of syndrome bits and privacy 
amplification to ensure both parties share a consistent 
and secure key. In scenarios with small noise gaps, the 

RateSC =
B

N + (LsynSC − LsynSCs)
= 0.1182.

Table 1 Efficiency comparison of the four schemes

Parameters 
schemes

Lk
(bits)

Lsyn
(bits)

Lsyns
(bits)

Rate

E 512 397 93 0.1634

KG 1664 1289 – 0.1361

WC 3582 – – 0.0432

SC 1429 1107 295 0.1182
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communication overhead of the key generation model is 
lower than that of the wire-tap channel model. Therefore, 
the RItE scheme based on the wire-tap channel mode 
(using only noise entropy) is less efficient compared to 
the the joint scheme of key generation and one time pad 
(using only reciprocity entropy) and the simple chan-
nel entropy combination scheme (utilizing both noise 
and reciprocity entropy). Moreover, it is also less effi-
cient than our proposed scheme, which combines noise 
entropy, reciprocity entropy, and computational entropy.

Experimental testing
In this section, we implemented a simple system based 
on the universal software radio peripheral (USRP) in the 
laboratory environment to test our scheme.

Experimental environment
The experimental environment mainly includes software 
and hardware configurations, as well as the connection 
mode.

Software and hardware configurations
Software Configuration

• Ubuntu 18.04: software environment.
• UHD v3.15.0.0: USRP device drivers.
• Python 3.6.8: communication flow and algorithm 

implementation.
• Django 4.2.7: used for demonstration interface 

design.

Hardware Configuration

• USRP B210: three units.
• CDA-2990: one unit, for clock synchronization of the 

three USRP devices.
• SMA male-to-male coaxial cables: six pieces, used 

to connect the three USRP devices to the CDA-2990 
clock source.

• ThinkPad T14 (CPU: AMD Ryzen 7 PRO 4750U with 
Radeon Graphics @ 1.70 GHz * 8; Memory: 16 GB; 
Storage: 512 GB): 4 units, used for processing USRP 
data.

Connection mode
The device connection mode is illustrated in Fig.  10. 
Three ThinkPad terminals are individually connected to 
three USRP B210 devices via USB3.0. Each USRP is then 
connected to the CDA-2990 clock source using two SMA 

male-to-male coaxial cables. The three ThinkPad termi-
nals are linked to the demonstration terminal through a 
local area network (LAN). At the demonstration termi-
nal, we control the behavior of the three ThinkPad termi-
nals and showcase the results through a demonstration 
interface.

Experimental results
The secure transmission system consists of three stages. 
In the first stage, Alice and Bob extract nearly consistent 
keys from the channel. In the second stage, a consistent 
key is negotiated through channel coding. In the third 
stage, data transmission takes place. To ensure the reli-
ability of data transmission, automatic retransmission 
and CRC error-checking mechanisms are introduced in 
the second and third stages. The actual communication 
effectiveness is demonstrated by transmitting images.

In the laboratory communication environment, the 
conditions assumed in Sect. 5.2 are all satisfied: the post-
quantization key inconsistency rate is lower than the 
assumed 0.09; the noise in the legitimate channel is lower 
than the assumed 0.05; and the noise in the eavesdrop-
ping channel is higher than the assumed 0.09. There-
fore, following our parameter configuration ( B = 217 , 
Lsyn = 397 , Lsyns = 93 , K = 512 , N = 1024 ), Alice and 
Bob can correctly transmit the image, while Eve cannot 
obtain any information. This demonstrates that in the 
communication environment we established, the actual 
message rate of the scheme can achieve the theoretical 
results in Sect.  5.2. The demonstration of secure trans-
mission is illustrated in Fig. 11.

Discussion
Our paper also has the following limitations that warrant 
further investigation: 

(1) The reliability of the analysis of Eve’s BER depends 
on the reliability of the assumption regarding Eve’s 
best attack strategy. In this paper, we assume that 
Eve’s best attack strategy is a hybrid approach com-

Fig. 10 The device connection mode
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bining exhaustive search with the state-of-the-art 
SCL decoding algorithm, which introduces compu-
tational entropy. Evaluating whether there is a more 
efficient attack algorithm for Eve and assessing the 
computational complexity are the issues we will 
consider next.

(2) Key generation relies on the reciprocity of the chan-
nel (ensuring key consistency), time variability 
(ensuring key randomness), and spatial decorrela-
tion (ensuring uncertainty of the key to Eve). We 
have adopted the conclusions from Zhang et  al. 
(2016), asserting that when Eve is located more 
than one half-wavelength away from either user, 
the eavesdropping channel is considered uncorre-
lated with the legitimate channel. However, we did 
not consider the scenario where Eve is within one 
half-wavelength. More accurately modeling Eve and 
analyzing Eve’s attack capabilities is crucial.

(3) Currently, computationally secure coding is not yet 
practical Ishai et  al. (2022, 2023). Therefore, our 
scheme utilizes information-theoretically secure 
coding to exploit entropy, which inherently incurs 
entropy loss. In future work, we plan to design 
practical computationally secure coding to enhance 
the utilization of entropy, thereby further improv-
ing the efficiency of the scheme.

Conclusion
In this paper, we propose a computational secure trans-
mission framework based on polar codes by establishing 
a connection between BER and security parameters. The 
main idea is that polar codes not only realize the func-
tion of error correction coding, but also increase the 
eavesdropperś BER by combining channel entropy and 
computational entropy to meet the average min-entropy 
requirement of secure coding, thereby realizing the 
combination of secure coding and error correction cod-
ing. Furthermore, we introduce a BER-influence model 
after inserting the key into the frozen bits of polar 
codes. Through experimental simulations, we derive 
the BER-influence curve, where the number and posi-
tions of secret key bits serve as independent variables. 
Additionally, we propose a compact information recon-
ciliation method that leverages secure transmission to 

minimize the information leakage. Compared with the 
joint scheme of physical layer key generation and one 
time pad, the modular semantically-secure scheme based 
on the wire-tap channel model, and the simple channel 
entropy combination scheme, the message rate of our 
scheme is about 1.2, 3.8 and 1.4 times better under con-
crete parameter settings. We validate the feasibility of our 
scheme through experimental testing.
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