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Abstract

Telecommunication fraud has continuously been causing severe financial loss to telecommunication customers in
China for several years. Traditional approaches to detect telecommunication frauds usually rely on constructing a
blacklist of fraud telephone numbers. However, attackers can simply evade such detection by changing their numbers,
which is very easy to achieve through VoIP (Voice over IP). To solve this problem, we detect telecommunication frauds
from the contents of a call instead of simply through the caller’s telephone number. Particularly, we collect descriptions
of telecommunication fraud from news reports and social media. We use machine learning algorithms to analyze data
and to select the high-quality descriptions from the data collected previously to construct datasets. Then we leverage
natural language processing to extract features from the textual data. After that, we build rules to identify similar
contents within the same call for further telecommunication fraud detection. To achieve online detection of
telecommunication frauds, we develop an Android application which can be installed on a customer’s smartphone.
When an incoming fraud call is answered, the application can dynamically analyze the contents of the call in order to
identify frauds. Our results show that we can protect customers effectively.
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Introduction
With the development of the Internet, while people are
enjoying various kinds of services from the Internet,
their private information is gradually leaked out. If a per-
son’s privacy is held by attackers, he could be the target of
telecommunication frauds. Latest statistics in 2017 show
that 90% of smartphone users in China have experienced
telecommunication fraud (Facts 2017). According to the
data released by the Ministry of Public Security, during
the decade between 2006 and 2016, telecommunication
fraud cases in China have been growing at a rapid rate of
20% to 30% every year, which have been grown rapidly
especially in the past 5 years. According to CNNIC (China
Internet Network Information Center), the number of
fraudulent calls reported by domestic users in 2015
reached 306 million times, which is 4.25 times that of 2014
(2015 China Mobile Internet Users’ Network Security
Status Report, China Internet Network Information Center
(CNNIC) 2016). At the same time, the telecommunications

fraud detection became a hot topic. Therefore, the Chinese
government has built related departments and financed to
help the research on telecommunication fraud detection
(Li and Yuan 2017). Since the telecommunication frauds
cause severe financial loss to telecommunication customers,
it is necessary and urgent to detect telecommunication
frauds.
In order to detect telecommunication frauds, most of

the current approaches are based on labeling the caller
numbers that are identified as frauds by customers. At
the same time, there are also many researchers who use
machine learning techniques to detect fraudulent calls.
They select features based on factors such as phone
numbers and call types. They use machine learning algo-
rithms to train models, and use these models to detect
fraudulent calls, which can also achieve good detection
accuracy. However, as the number change software is
widely used, fraudsters use software to change their phone
number constantly or disguise their number as the official
number of government agencies. These reasons make it
possible for conventional telephone number-based detec-
tion methods can be easily bypassed.
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In this paper, we put forward an approach to detect
telecommunication fraud through analyzing the contents
of a call. However, this is quite challenging, mainly due
to the complexity of the contents of a call impedes the
analysis. To solve this problem, in a nutshell, we learn
the telecommunication fraud from the reports and news
on the Internet for understanding the contents of a call.
Particularly, first, we collect descriptions of telecommu-
nication fraud from the Internet. In our study, we gather
12,368 samples of telecommunication frauds from Sina
Weibo (2017) and 3234 samples from Baidu (2017).
Then, we filter out those that have no contents of the fraud
calls. Leveraging machine learning algorithms, we analyze
textual data that related to telecommunication fraud and
train models to select textual data. The prediction accuracy
of the machine learning model is 98.53% on the dataset
we selected. In the next step, enlightening by decision
tree algorithm, we use Natural Language Processing (NLP)
techniques to extract features from the data. After extracting
features, we build detection regulations to prove whether a
piece of text is related to telecommunication fraud or not.
Finally, we develop an Android application for the purpose
of telecommunication fraud early warning using the gener-
ated detection rules. In this way, we are able to detect tele-
communication fraud through the contents of a call instead
of relying on the blacklist. At the same time, we do not need
to upload any information of the user to a remote server.
All the operations are handled locally.

Contribution
The contributions of the paper are summarized as follows:

� A new technique for telecommunication fraud
detection. Instead of relying on constructing a
blacklist of fraud numbers, we identify
telecommunication frauds only through the contents
of a call. Features of previously reported
telecommunication frauds are extracted using
natural language processing techniques, which
serves to detect further telecommunication frauds.

� We implement an Android app to perform online
detection of telecommunication frauds. This app
uses speech recognition techniques to identify the
content of the call and justifies fraud calls based on
the features before warning the user. We will release
the app for protecting telecommunication
customers.

Roadmap
The rest of the paper is organized as follows: Section
“Related work” gives the related work to our studies.
Section “Overview” provides the overview of our approach.
Section “Data preparation” illustrates data collection and
analysis. Section “Feature extraction and rule building”

describes how to extract features and builds rules for
telecommunication fraud detection. Section “Application
implementation” illustrates the implementation of our
Android application to detect telecommunication frauds.
Section “Evaluation” illustrates the results of our experi-
ments. Section “Discussion and Conclusion” discuss and
summarize our approach, respectively.

Related work
Telecommunication fraud detection
Recently, telecommunications fraud detection has become
a hot research direction gradually. Some researchers have
used blacklisting and whitelisting methods to prevent
telecommunications fraud (Jiang et al. 2012; Zhang &
Fischer-Hubner 2011; Patankar et al. 2008; Wang et al.
2007). More researchers use machine learning techniques
to determine if they are malicious. They extract a variety
of features for malicious call detection, and most of the
features include telephone numbers, call-time, domain
names, call networks, and the actions of listeners and
callers, etc. (Kolan et al. 2008; Azad & Morla 2011; Azad
& Morla 2013; Jiang et al 2013; Leontjeva et al. 2013;
Rebahi & Sisalem 2005; Rebahi et al. 2006; Sorge & See-
dorf 2009; Srivastava & Schulzrinne 2004; Wang et al.
2013; Wu et al. 2009; Zhang and Gurtov 2009). In
2015, Subudhi and Panigrahi (2015) published their re-
search on telecommunication fraud using the features
of a telephony communication as the input and Quarter-
Sphere Support Vector Machine to distinguish fraudulent
calls. The input features include call duration, call type,
call frequency, location and time, and it has achieved good
recognition accuracy. Then, in 2017, they used a type of
C-means clustering for telecommunication fraud detec-
tion again (Subudhi and Panigrahi 2017), and got a good
result as well. Coincidently, Li et al. (2018) published an
article on telecommunication fraud detection in recently
as well. They used machine learning algorithm to detect
malicious calls, and they extracted features of calls just
similar to S. Subudhi et al. It seems difficult for these
approaches to detect fraudulent calls with unlabeled new
numbers. On the other hand, the researches on the content
of conversations are rare. The work of Miramirkhani et al.
(2017) is representative, and they conducted the research
on the technical support scams. They recorded and ana-
lyzed the voice content of the phishing telephone fraud and
malicious webpages which triggered such scams. Though
they eventually put forward simple functions to help users
keep away from malicious web pages, their approach did
not help avoiding malicious calls directly.
Nowadays, more and more fraud criminals use change

number software to constantly change their phone numbers
in China. At the same time, there are also many fraudsters
who use number-changing software to disguise their
numbers as government agencies’ numbers, such as
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procuratorates and police stations. Therefore, traditional
feature detection based on phone numbers is no longer re-
liable and can easily be circumvented by fraud. Therefore,
we have built a content-based telecommunication fraud
detection method. Our research is content-based approach
without relying on incoming caller numbers and related
information. Therefore, it can detect fraudulent calls with
any phone number. Furthermore, the majority of former
studies are conducted on the assumption which the tele-
communication network may provide more information,
while our research relies on the clients entirely, where we
only needs the content of the call to determine if it is a
fraudulent call.

Fraud detection
Fraud detection has always been the subject of some
surveys and commentary articles because of the severe
damage to the society. Delamaire et al. (2009) proposed
different types of credit card frauds, such as bankruptcy
fraud, theft fraud/counterfeit fraud, application fraud
and behavioral fraud, discussing the feasibility of various
techniques to combat this type of fraud, such as decision
tree, genetic algorithms, clustering techniques and neural
networks. Rebahi et al. (2011) proposed the VoIP fraud
and the fraud detection systems to it checking their
availability in VoIP environments in various fields.
These detection systems are classified as two categories:
rule-based supervised and unsupervised methods. Lookman
Sithic and Balasubramanian (2013) investigated the categor-
ies of fraud in medical field and vehicle insurance systems.
Various types of data mining techniques were used to
detect fraud in these areas according to the results. The
financial fraud detection has become the most popular
topic in the area of fraud detection (Abdallah et al. 2016)
which usually leads to high economic losses.

Overview
In this section, we present an overview of the telecom-
munication fraud problem and our solution, and we will
explain our idea of telecommunication fraud detection
briefly. This article’s purpose to the detection of tele-
communication fraud is that they could be warned by
the notification from the application on Android platform
when users receive fraudulent calls. The whole process is
divided into three parts: the first is the collection and
pre-processor of telecommunication fraud data. The
second part is extracting features and building rules of
detection. The last part is the implementation of tele-
communication fraud alert applications. The overview
of our approach is shown in Fig. 1.
The first step is the collection of telecommunications

fraud data. In order to analyze the characteristics and
modes of telecommunication fraud, the first thing to do
is collecting textual data. Data collection is mainly to

collect telecommunication fraud-related texts. The target
data includes the case of fraudulent calls, the description
language of telecommunication fraud, and the news on
the media. In the data collection process, web crawler
technology is used to collect data, and search engines
(such as Baidu, etc.) are helped to collect textual data on
telecommunication fraud on the Internet.
The second step is feature extraction and rule-building.

After the data collected in the first step, it is important to
extract the features and build rules for detecting telecom-
munication fraud. This research uses natural language
processing technology to extract features which are
keywords from fraud text. And we use machine learning
algorithms to prove the appropriateness of textual data we
collected and the validity of keywords we extract. Then,
according to the features which are extracted from the
text, this research builds the detection rules of telecom-
munication fraud.
The last part is the implementation of telecommunica-

tion fraud detection. In this paper, we developed a tele-
communication fraud alert application on the Android
platform. In detail, the application first starts to monitor
the incoming call when a call coming to the users’ phone.
Then the application uses speech recognition technology
to convert the caller’s voice into text. After that, the appli-
cation uses the detection rules that built in the previous
step to determine if it is a fraudulent call or not. If the
application predicates that it is a fraudulent call, a warning
information will pop up on the smartphone’s screen to
prompt the user to pay attention to this call.

Data preparation
This section is mainly described the process of how we
collect textual data and how we selected data by ma-
chine learning algorithms. This section divided into two
parts. The first part is data collection and preprocessing
and the second part is how we select data by machine
learning algorithms. In the first part, we describe the
data source, data collection, and data preprocessing. In
the second part, we analyze textual data that collect
from two data sources by machine learning algorithms
and choose one data set of two to continue next
research.

Data collection and preprocessing
The quality of the data determines the result of the
detection. Therefore, it is important to construct dataset.
After finishing investigation and research, we choose Sina
Weibo and Baidu as the source for collecting telecommu-
nication fraud data. The reasons are as follows. First, Sina
Weibo is the largest open communication platform in
China. With a wide range of data covering various areas,
and everyone has access to these data; Second, Baidu is
the largest search engine in China, and its powerful search
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capabilities in Chinese can bring us high-quality data with
a big amount.
We build crawlers to collect data information from

Sina Weibo and Baidu search including textual informa-
tion such as a description of the fraudulent call that the
user has received and related news reports. Finally, we
collected 12,368 samples of text from Sina Weibo and
3234 samples of text from Baidu.
After the data collection is completed, the textual data

is preprocessed to do the further analysis. Data prepro-
cessing is mainly divided into two parts. The first part is
formatting, the main work is to remove meaningless
characters and duplicate values. We use the method of
measuring text similarity to remove duplicate values.
When the similarity between two pieces of text reached
80%, one of them would be treated as the duplicate
value. The second part is manual filtering, and the main
task is to manually filter data that meet the subject of
telecommunications fraud. After data preprocessing, we
select 647 fraud-related textual data from Sina Weibo
and 1443 textual data from Baidu.

Analyzing and selecting data by machine learning
algorithms
The purpose of using machine learning to analyze textual
data is to lay the groundwork for constructing our own
detection methods. The unique advantages of machine
learning algorithms in pattern recognition make it a
popular choice for analyzing textual data. There are
two reasons for choosing machine learning algorithms to
analyze data. First, the use of machine learning algorithms
to analyze and verify the data first fully proves the feasibility
of subsequent ideas. And the idea of telecommunication
fraud detection is inspired by machine learning algorithms.
We determine whether a call is a fraudulent or not through
features. Second, after data collection, it is necessary to
verify whether the data we collected fully describe the
characteristics of telecommunication fraud and distinguish
it from ordinary text. Machine learning could verify the
quality of the dataset and help select appropriate dataset.

To convert text into the inputs that machine learning
algorithms accept, the textual data would be vectorized
first. Firstly, we use the TF-IDF algorithm (Salton and
Buckley 1988; Oren 2002) to extract the keywords from
all data. The conversion rule is to make each keyword
represent a feature, then we segment the text and remove
the stop words. If one text contains the keyword which
represented by this feature, the value of this feature would
be set to 1, otherwise, it would be set to 0. According
to this rule, these texts are converted to n-dimensional
vectors.
On the next stage, we use these vectors to train the

model with machine learning algorithms. We use the
n-dimensional vector and data label Y as inputs so that
machine learning algorithms output the models. Then we
use these models to predict new data and test the accuracy
of these models. Meanwhile, we use the 7-fold and 10-fold
cross-validation in the model training process. The
algorithms used in this study include logistic regression
(Preacher et al. 2006), neural network (Schwenk and
Gauvain 2005), and decision tree (Blockeel et al. 2006a).
The results of data analysis are shown in section
“Evaluation”.

Feature extraction and rule building
This section contains two parts, they are feature extraction
part and rules building part. In the feature extraction part,
we describe how we extract features from the textual data.
In the rule building part, we explain how we build
rules based on the extracted features. This section fully
expresses our ideas on telecommunication fraud detection
which is the core content of this paper.

Feature extraction
In other researchers’ methods of telecommunication
fraud detection, the features they extracted are mainly
calling numbers, calling times, calling types, etc. Our
research is based on the identification of call content to
detect fraudulent calls. Hence, we need to extract features
from more complex data, and this is a challenge to the

Fig. 1 Overview
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extraction method. For text-type information, Natural
Language Processing (Jackson and Moulinier 2007) is a
suitable technique. The techniques of word segmentation
and part-of-speech-tagging in Natural Language Processing
in the Chinese domain can handle Chinese content well. It
is what we need to deal with the Chinese textual informa-
tion, so the Natural Language Processing techniques are
our preferred choice.
Inspired by the decision tree algorithm in the data

analysis phase, we designed a method to extract features
from telecommunication fraud-related text by using the
Natural Language Processing techniques. The extraction
process is shown in Fig. 2.
The first step in feature extraction is to segment the

text (Gao et al. 2003). This is because words and words
are put together without blank spaces in Chinese, unlike
English, where there are spaces between words. Therefore,
the first step in Chinese Natural Language Processing is to
separate words within sentences. For example, the process
divides the sentence “今天天气真好啊!” (The weather
today is really good!) into “今天 天气 真 好 啊” (The /
weather / today / is / really / good!). Next part is part-of-
speech tagging. As its name suggests, tagging attributes
are marking attributes to a word, such as nouns, verbs,
adjectives, and adverbs.
The next part after that is keywords selection. The

process includes various steps: The first step is to remove
the stop words (Chen and Chen 2001). Stop words are
meaningless words that occur after the word segmenta-
tion, such as prepositions just like “on”, “to”, “of”, etc.
There are various types of stop words lists on the Internet,
and it doesn’t exist a special stop words list that can be
applied to all natural language studies. Therefore, we
establish a new stop words list. Our stop words list
includes 1601 words which cover the most common
stop words, as well as the words we selected based on
the word what is commonly used on the phone, such as
Hello, Good, Hang Up, Hold on, and so on. After removing
the stop word, we write programs to select keywords based
on the part-of-speech. For example, we remove

prepositions, adverbs and other meaningless words, at the
same time we retain nouns, verbs, and other meaningful
words. We continue to filter the keyword list manually
after selecting keywords by programs. This step is
mainly to remove the words which meaningless such as
personal names and geographic names. After that, we
get a keywords list extracted from textual data came
from telecommunication fraud related data.
After getting the keywords list, we calculate the value

of the frequency of keywords in telecommunication
fraud data and normal data which are not irrelevant to
telecommunication fraud. The normal data comes from the
Chinese text classification dataset THUCNews provided by
the Tsinghua NLP Group (Sun et al. 2016). THUCNews is
generated based on the historical data of the Sina News
RSS subscription channel from 2005 to 2011. We selected
some of these subsets to our dataset. Then we calculate
a fraud tendency value of each keyword called “Degree
of correlation” according to the value of the frequency
of telecommunication fraud data and normal data. The
keywords’ distribution of the value of frequency with
correlation value is shown in Fig. 3. This is the result of
feature extraction.
Figure 3a shows the relationship of keywords’ fre-

quency of fraud data and the correlation value represent-
ing the data tends to distribute linearly. Note that the
correlation between the correlation value and the key-
words’ frequency of fraud data is high. Figure 3b shows
the relationship of keywords’ frequency of normal data
and the correlation value. On the contrary, this distri-
bution is relatively scattered and it can be seen that the
correlation between the correlation value and keywords’
frequency of normal data is not high. Figure 3c de-
monstrates the difference between Fig. 3a and b.
From Fig. 3c, we find that these two distributions are
clearly different, they have the same amount of data
on the Y-axis. The data which has high correlation
value has a low value on the frequency of normal
data but the high value on the frequency of fraud
data. These figures describe the different distributions

Fig. 2 Example of extraction features processing
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of keywords in fraud data and normal data by fre-
quency and correlation values, which proves that the
features we extracted before could represent the char-
acteristics of telecom fraud effectively. It also proves
that our method of extracting features is appropriate
to these textual data.

Detection rules building
After extracting the features, this paper builds detection
rules on the basis of features extracted before. This
paper proposes a method to detect telecommunication
fraud based on the keywords we selected. In the previous
data analysis, this study used the words as the basic unit
to vectorize the text and use it as the input to the machine
learning algorithm. In the same way, this study also uses
the keywords as the basic elements in the step of feature
extraction. At the same time, this study calculated the
frequency of keywords and the correlation value of
telecommunication fraud. The next step is how to use
these characteristics and values to builds rules for the
detection of telecommunications fraud.
In the decision tree algorithm, the features which

have a greater impact on the results selected by calcu-
lating the information gain (IG) (Blockeel et al. 2006b).
In the same way, the keywords which have a high influ-
ence on the correlation between telecommunication

fraud data and normal data would be selected by cal-
culating the distribution of keywords. Corresponding
to the information gain, this study shows that this
value is correlation value. And we calculate the cor-
relation value by the difference between keywords’
frequency in telecommunication fraud data and nor-
mal data.
After that, we build rules for detecting telecommuni-

cation fraud. The decision tree algorithm builds nodes
and branches by features. Different from the decision
tree algorithm, this study sums up the correlation values
of the keywords appearing in the text when predicting
whether a text is related to telecommunication fraud.
When the sum exceeds a threshold, the text is deemed
to be related to telecommunication fraud. The formula
for detecting rules is as follows:

R ¼
Xwi∈L

i¼1

F f wið Þ−Fn wið Þ� �
−Tk

Among them, i represents the subscript of the keyword,
wi represents the keyword detected from testing text,
Ff (wi) and Fn(wi) are the frequencies of the keyword (wi)
in the fraud data and normal data, L is the keywords’ list
used for fraud detection, and Tk is the threshold of
whether the text is the telecommunication fraud data.
When the result R is greater than or equal to 0, the text

a b

c

Fig. 3 Distribution of keywords’ frequency with the degree of correlation. a Distirbution of keywords’ frequency in fraud data. b Distribution of
keywords’ frequency in normal data. c Distribution of keywords’ frequency in fraud data and normal data
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is estimated as telecommunication fraud data, otherwise,
it is a non-fraud data.

Application implementation
After building rules for telecommunication fraud detection,
we develop an application on Android platform. The
purpose of this application is to warn the user when
user receiving a fraudulent call. In other words, we
determine whether a call is a fraudulent call by under-
standing the user’s call content and if so, we will alert
the user by the application.
Considering most of the smartphone users in China

are using Android operating systems, we developed the
telecommunication fraud alert application for the Android
platform. The workflow of the application is described
below. First, users must press a button to start the service
which could turn on the service of monitoring incoming
calls. Second, when the user receives a call and the call
connected, the application starts to record the voice on
the phone. Next, the application transfers the audio files
to the module of speech recognition provided by iFLYTEK
(Open platform from iFLYTEK 2017). Then the speech
recognition module will return to the textual result. In the
next step, the fraud detection module will detect if the call
is related to telecommunications fraud by applying the
detection rules we built to the text. Once the fraud detec-
tion module determines that the call is a fraudulent call,
the application would send an alert to user’s screen of the
smartphone so that it could prompt the risks of fraud to
the user. The structure of telecommunication fraud alert
application is shown in Fig. 4.
The main interface of the telecommunication fraud

alert application is shown in Fig. 5. After the application
started, the user clicks the button on the main page. A
service will be triggered in the background while a log
information said “Service has started” shown on the
screen. When the user receives a fraudulent call, the appli-
cation will go to the foreground and show an alert
page. The user could click the “Read more” button to look
for the details of the fraudulent calls.

There is a reason for choosing a new approach put in
the application we developed instead of machine learning
algorithms. There are some differences between the con-
versations in the real call environment and the descriptive
text in our training set. However, machine learning
algorithm requires both the training set and the test set
have the same distributed consistency pattern. In order
to detect telecommunication fraud in the real world on
Android platform effectively, we propose a new method
instead of machine learning programs.

Evaluation
This section displays the results of our experiments. We
use crawler written in Python to collect data from Sina
Weibo and Baidu. We collected 12,368 samples of text
from Sina Weibo and 3234 samples of text from Baidu.
Then we used machine learning algorithms to analyze
the textual data. We use decision trees, neural networks,
and decision tree algorithms for model training and
evaluation. The accuracies of the models are generally
above 98.53%. Then we extract features and build rules
to detect telecommunication, and we apply detection rules
to the application developed on the Android platform.
Finally, the application’s recognition accuracy could reach
90% to fraudulent calls we tested.

Results of data analysis
This study use crawler programs written in Python to
collect data from Sina Weibo (2017) and Baidu (2017).
We collected 12,368 samples of text from Sina Weibo
and 3234 samples of text from Baidu. And after data
preprocessing, we select 647 samples of fraud-related
textual data from Sina Weibo and 1443 samples of text-
ual data from Baidu. Then we use machine learning al-
gorithms to analyze the textual data. We use decision
trees, neural networks, and decision tree algorithms for
model training and evaluation. The numbers of datasets of
Sina Weibo and Baidu is shown in Table 1(a) and (b). The
accuracy of machine learning models in Table 2(a) and (b).

Fig. 4 Structure of telecommunication fraud alert application
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Comparing the forecasting results of Sina Weibo’s data
to Baidu data, it can be seen that the quality of the data
is important to the training results. The accuracy of all
these models for Baidu data exceeds 98.53%, while there
are only 80–83% for Sina Weibo data.
There are some reasons result in that the accuracy of

Baidu data is higher than Sina Weibo data. First, the
single text of Baidu data is much longer than the one in
Sina Weibo which means the data from Baidu can express
its meaning more comprehensive. Second, amount of data
from Baidu is bigger than that from Sina Weibo, which
means a better machine learning model would be trained.
And the result of data analysis also verifies the assertion
that “Data quality determines the quality of training
results.” Therefore, we would use the datasets from
Baidu for feature extraction.
On the other hand, the features we use in these machine

learning algorithms are the keywords extracted from
textual data. The high accuracy of prediction also verifies
the validity of these keywords and lays the foundation for
our process of rule building.

Features analysis
All the features extracted are from the keywords in the
text, which means the difference between features is
slightly small. The key is to select the keywords which
could better represent the telecom fraud. Thus, we cal-
culated the “Degree of correlation” value of each key-
word to indicate whether this keyword could better
represent the telecommunications fraud. We built a list
of keywords ordered the value and each keyword repre-
sents a feature. In actual tests, the threshold needs to be
set according to the number of keywords. Therefore, we
have chosen different numbers of keywords to conduct
the experiments instead of selecting all the keywords.
After our experiments, we found that as long as the se-
lected keywords reach a certain number, selecting more
keywords does not significantly improve the accuracy
of the prediction. The difference in the detection accur-
acy of the rules constructed by different numbers of
keywords is within 3%.

Fig. 5 The UI of telecommunication fraud alert application. (a)shows the screen after the service is started in the home page. (b) shows the
performance when the application detects a fraudulent call. (c) shows detailed information about that type of fraudulent call

Table 1 Numbers of datasets

Numbers of datasets Training set Test set

(a) Numbers of datasets for Sina Weibo

Telecommunication fraud text 532 115

Normal text 299 185

Total 831 300

(b) Numbers of datasets for Sina Weibo

Telecommunication fraud text 1100 343

Normal text 2200 541

Total 3300 884

Table 2 Analysis results

Model Accuracy Precision Recall F1

(a) Result of Sina Weibo data analysis

NN 0.8367 0.7260 0.9217 0.8122

C5.0 0.8033 0.6818 0.9130 0.7806

C5.0(2) 0.8133 0.6879 0.9391 0.7941

CRT 0.8333 0.7407 0.8696 0.8000

(b) Result of Baidu data analysis

NN 0.9853 0.9797 0.9825 0.9811

NN(2) 0.9921 0.9855 0.9942 0.9898

C5.0 0.9910 0.9912 0.9854 0.9883

C5.0(2) 0.9887 0.9883 0.9825 0.9854

Zhao et al. Cybersecurity             (2018) 1:8 Page 8 of 12



At the same time, we found that the accuracy of
the keywords located in the front of the keyword
table is better than the accuracy of the keywords in
the bottom. And, the keyword which has a smaller
correlation value tend to be less important. There-
fore, when we select a certain number of keywords
for prediction, we select them from the front of the
keyword list.

Detection performance using our rules
For the rules proposed in this study, we selected the
datasets to test it. First, test the effect of different thresholds
on the accuracy of the prediction. As follows, we have
selected 200 telecommunications fraud-related data and
200 normal data. These data do not overlap with the data
we extracted features from. We set different thresholds to
test the effectiveness to the accuracy of the rules. The result
is shown in Fig. 4:
In the detection rules shown in Fig. 6a, it can be seen

that when the threshold value is set from 17 to 18, the
prediction accuracy rate reaches the maximum value. In
the experiment shown in Fig. 6a, the keywords to be
detected is top 200 selected from keywords list. In the
experiment shown in Fig. 6b, the keywords to be detected
is top 300 selected from keywords list. In Fig. 6b, when
the threshold is 22, the prediction accuracy reaches the
maximum value. It can be seen that the difference in the
number of selected keywords also causes the difference of
threshold value which the best accuracy required.
In order to better illustrate the detection effect of our

detection rules, we plot the ROC curve for our rules in
Fig. 7. In Fig. 7, we can see that the area under the curve
is greater than 0.9 which means that the AUC score is
greater than 0.9. It is clear that getting the appropriate
threshold value could help the recall rate of the model
come up to 90% (y-axis on the ROC curve), which
shows that only few of normal cases being predicted to

be malicious. Therefore, the ROC curve also proves
that our detection rules are effective.
In addition, we select the top 200 keywords and set a

threshold of 18, then we select four different test sets to
further test. Each test set contained 100 data related to
telecommunication fraud and 100 data not related to
telecommunication fraud. There is no coincidence
between each dataset. All the test data in this part that
related to telecommunication fraud come from Baidu.
The test results are shown in Table 3.
From Table 3, the accuracy of our detection rules

exceeds 93% on most datasets. We can see that the rules
we have built are effective. And the recall of results is
higher than precision on all four datasets. It means that
our detection rules are suitable for use in practice. On
the next stage, this study will apply the detection rules
to applications on the Android platform. Although not
exceeding the accuracy of machine learning algorithms,
it has many advantages of its own. The advantages are
as follows: (1) The prediction effect is good; (2) The
detection procedure is lightweight, which could reduce
the system overhead; (3) The detection rules are flexible
and easy to update; (4) The calculation can be completed
locally to avoid exposing the user’s privacy.

Performance of our application
In order to test the performance of telecommunications
fraud alert applications, we designed some experiments to
detect it. This research designed some telecommunication-
fraud-related dialogues, and let the experimental partici-
pants read these conversations on the phone. We designed
15 dialogues based on the recordings on the Internet and
the descriptions of the parties who received the fraudulent
calls. We test 10 samples of the conversations used
Mandarin, and 5 conversations used dialects. Among
the calls read by mandarin, 9 calls were detected as

a b

Fig. 6 Line chart of prediction accuracy changes and threshold. a Prediction accuracy changes and threshold with 200 keywords. b Prediction
accuracy changes and threshold with 300 keywords
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fraud. It indicates that the application has detected 90%
of fraudulent calls using Mandarin. Among the calls
read by dialect, only 2 calls were detected as fraud. The
main reason for this phenomenon is that the detection
accuracy depends on the quality of speech recognition.
Once the caller uses a dialect with a strong accent, the
speech recognition program cannot return to the correct
text. In the future, with the development of voice rec-
ognition technology and the improvement of recognition
accuracy, the detection accuracy of fraudulent calls using
dialects by our application will increase.

Discussion
In summary, we built rules for detecting telecommunica-
tion fraud by extracting the features. Then, we developed a
telecommunication fraud alert application on the Android
platform with the rules. And it solved the problem of early
warning of fraudulent telecommunications. During the
procedures, we evaluated the quality of the data by data
analysis. Then we extracted features of words from textual
data and built rules for telecommunication fraud detection.
After that, our experimental results validate the feasibility
of the method. We applied the detection rules to telecom-
munication fraud alert application so that the application
could detect fraudulent calls effectively.
Here we will discuss privacy issues. Since our research

is based on the detection of telecommunication fraud by
the content of a call, it is necessary for us to obtain the

user’s call content. However, there are several points
would guarantee that we will not disclose the privacy of
users. First, the speech recognition technology that we
used is not connected to the network. The entire process
of speech reorganization can be completed locally. The
recordings of users’ call are stored in local storage, and
the recordings would never be uploaded to the server or
network. Second, these call records will be deleted imme-
diately once these calls are judged to be non-fraud. At the
beginning of the detection, the user’s call recording will be
placed in the application’s private directory to prevent it
from being acquired by other applications. When the
detection is completed and the call is not judged to be a
fraudulent call, the application would immediately delete
the recording file. When detecting that a call is a fraudu-
lent call, the application would ask the user whether to
keep the recording file and keeps or deletes the recorded
file as the user wishes. These measures ensure the security
of user data in the local storage space. In the future, we
plan to encrypt the content of the call that the user
chooses to save locally to increase the security of the user
information. Third, we allow the user to set up a whitelist.
For example, calls from the number which comes from
the address book will not be recorded. Last but not least,
our application would still update the rules periodically to
detect the latest fraud cases. While our app doesn’t have
internet access, we update the detection rules by updating
the entire app directly. we can publish the app to the app
store, and users use the app store to update apps regularly.
We could update the rules to ensure that users are alerted
to the recent fraud cases by updating the entire app
regularly. That means the entire running process of
application does not be connected to the Internet. This
ensures that the application will not upload any user
information to the Internet.
Our application does not bring dramatically perform-

ance degradation to the user’s mobile phone. We tested

a b

Fig. 7 ROC curve with different number of keywords. a Receiver operating characteristic curve with 200 keywords. b Receiver operating
characteristic curve with 300 keywords

Table 3 Test results for telecommunication fraud detection
rules

Test datasets Accuracy Precision Recall F1

Dataset 1 0.9300 0.8839 0.9900 0.9339

Dataset 2 0.9800 0.9800 0.9800 0.9800

Dataset 3 0.8500 0.8431 0.8600 0.8515

Dataset 4 0.9500 0.9166 0.9900 0.9519
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the application on the real machine. We tested the appli-
cation on a model phone of Honor 7 from HUAWEI
company. The phone’s RAM is 3G. Our application occu-
pies about 100 M to 125 M of memory when it is running.
The percent of memory space occupied is about 3.35–
4.06%. And the application consumes approximately 0.02%
of power for half an hour. It can be seen that our applica-
tion has little influence on the performance of mobile
phones. There are two reasons why our applications have
better performance. First, our application carries on voice
recognition and fraud detection only after having a phone
call and connecting successfully. At other times, it only
run in the background and seldom takes up the computing
resources of the mobile phone. Second, our detection
rules are very simple, after finishing the speech recogni-
tion, the application just needs to count keywords from
text and continues a simple calculation before it con-
cludes. Our method is much simpler than the general
machine learning algorithm. Therefore, our application
would not affect the performance of the user’s mobile
phone dramatically.
However, there are some limitations in our research. On

the one hand, the amount of data obtained is not large
enough, and we did not get enough original recordings of
genuine fraudulent calls. Moreover, our speech recogni-
tion module is based on the local speech recognition
library of the IFLYTEK to recognize the voice, and the
recognition accuracy of the local library is lower than that
based on the cloud. This also has influences on the detec-
tion performance of our application. Also, our application
has not been applied into practice yet, it is not sure that if
it would get a good performance in practical life.
Therefore, there are still many tasks that can be improved.

On the one hand, it would be very helpful for us to obtain
more recordings of the real fraudulent calls in the further
research. This will help us extract more precise features and
improve the accuracy of recognition. And this can also bring
us a more realistic test environment. On the other hand,
with the development of science and technology, the local
speech recognition accuracy will increase, which will also
bring an increase to the recognition accuracy of fraudulent
calls for our application.

Conclusion
In this paper, we proposed a method to detect fraudulent
calls by understanding the content of calls. First, this
research collected textual data of telecommunication
fraud on the Internet. Then, this research analyzed the
textual data using machine learning algorithms and selected
high-quality dataset from Sina Weibo data and Baidu data.
On the next stage, this paper designed a method to extract
features of words from textual data by using Natural
Language Processing (NLP) techniques. Then we built
rules for telecommunication fraud detection. Finally, we

developed an application for telecommunication fraud
detection on Android platform. The method of telecom-
munication fraud detection put forward by this paper
break the limit of labeling caller number which is mainly
used by most companies. The experimental results of this
article show that the method proposed in this paper can
be applied to practical applications.
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